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1 (a) 

Explain what is Bayesian Belief Networks and the following terms  

i)joint space ii) conditional Independence iii)Joint probability. 

 

 

 

 

5M CO1 L2 



 

   (b) 

 
 

i) Fill  up table for 𝑷(�̅�|𝑺,𝑩),  𝑷(�̅�), 𝑷(�̅�) 

0.7,.8,.4,.6, 𝑷(�̅�) = 𝟎. 𝟗𝟗𝟗,𝑷(�̅�) = 𝟎. 𝟗𝟓 

ii) What is the probability that there is a campfire but there is no 

storm and no bus tour group?0.4 

iii) Calculate the probability that a Forest fire occurs.  Show steps 

0.6253 

 

 

5M CO2 L3 

2 (a) 
Explain K-Nearest Neighbor algorithm for approximating discrete valued 

target function and continuous valued target function 
8M CO2 L2 

Storm(S) Bus Tour Group(B) 

Campfire(C) 

Forest fire(F) 

P(S)=0.001 
P(B)=0.05 



 

 

 

 

   (b)  

 i) How is distance usually weighted in weighted-KNN 

 
Inverse of the square of distance 

ii) if distance weighting is added, all examples can be used for 

classification. Why? 

Instance that are far will have less weightage. 

 

2M CO3 L3 

3 (a)  How is case-based reasoning similar and different from KNN&LWR. 3M CO3 L3 



 

 

   (b) 

Explain CADET system with a an example. 

 

 

7M CO3 L2 



 

 

 

4 (a) 

Mention the type of learning most apt for the following 

statements/techniques (eager learning / lazy learning) 

i) Approximation function is chosen before query is observed-

eager 

ii) Implicit local functions for each query instance-lazy 

iii) Requires more computation time during training - eager 

iv) Requires less computation time during prediction - eager 

v) KNN-lazy 

vi) LWR-lazy 

vii) Backpropation-eager 

3M CO1 L3 

(b) 
How does Radial Basis Function combine both local and eager methods? 

Draw RBF networks and explain 2-stage process of training. 
7M CO2 L2 



 

 

 

 

 

5 (a) With a neat diagram explain reinforcement learning  7M CO1 L2 



 

 

 

 

   (b) 

i) Which yields higher rewards? (Exploration / Exploitation) 

ii)rewards received i time steps in future are discounted (uniformly / 

logarithmically / exponentially) 

iii) if γ = 0 (only future rewards are considered / immediate rewards are 

considered) 

3M CO2 L3 

6 (a) 
Discuss Q learning and algorithm for deterministic Markov decision 

process. 
5M CO2 L2 



 

 

 

 



 

   (b)  

For the following problem where again can move within a grid and the goal 

is E, fin the Q matrix. Show steps. Discount factor = 0.8 

 

 
 A B C D E 

A 0 40.96 64 0 0 

B 51.2 0 0 0 0 

C 51.2 0 0 0 80 

D 0 0 0 0 80 

E 0 0 64 64 80 
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CO1 

Appraise the theory of Artificial 

intelligence and Machine 

Learning.  
 

L2 1,2 3 3 2 2 0 2 2 0 0 0 0 0 0 2 0 3 

CO2 
Illustrate the working of AI and 

ML Algorithms. 
L3 2,3,4 3 3 3 3 3 3 0 0 0 0 0 0 0 2 0 3 

CO3 
Demonstrate the applications of AI 

and ML. 
L2 4,5 3 3 3 3 3 3 0 0 0 0 0 0 0 2 0 3 

 

 

CO PO Mapping 

 

 

COGNITIVE 

LEVEL 
REVISED BLOOMS TAXONOMY KEYWORDS 

L1 
List, define, tell, describe, identify, show, label, collect, examine, tabulate, quote, name, who, 

when, where, etc.  

L2 
summarize, describe, interpret, contrast, predict, associate, distinguish, estimate, differentiate, 

discuss, extend  

L3 
Apply, demonstrate, calculate, complete, illustrate, show, solve, examine, modify, relate, 

change, classify, experiment, discover.  

L4 
Analyze, separate, order, explain, connect, classify, arrange, divide, compare, select, explain, 

infer.  

L5 
Assess, decide, rank, grade, test, measure, recommend, convince, select, judge, explain, 

discriminate, support, conclude, compare, summarize.  

 

 

PROGRAM OUTCOMES (PO), PROGRAM SPECIFIC OUTCOMES (PSO) 
CORRELATION 

LEVELS 

PO1 Engineering knowledge PO7 Environment and sustainability 0 No Correlation 

PO2 Problem analysis PO8 Ethics 1 Slight/Low 

PO3 Design/development of solutions PO9 Individual and team work 2 
Moderate/ 

Medium 

PO4 
Conduct investigations of 

complex problems 
PO10 Communication 3 

Substantial/ 

High 

PO5 Modern tool usage PO11 Project management and finance  

PO6 The Engineer and society PO12 Life-long learning  

PSO1 Develop applications using different stacks of web and programming technologies 

PSO2 Design and develop secure, parallel,  distributed, networked, and digital systems 

PSO3 Apply software engineering methods to design, develop, test and manage software systems. 

PSO4 Develop  intelligent applications for business and industry  

 



 

 


