
Internal Assessment Test 3 – March 2024 

Sub: Artificial Intelligence and Machine Learning Sub Code: 21CS54 Branch: CSE 

Date: 14/03/2024 Duration: 90 mins Max Marks: 50 Sem/Sec: V / A, B&C OBE 

Answer any FIVE FULL Questions 
MAR

KS 

CO RBT 

1 Write the C4.5 algorithm. How is a C4.5 algorithm better than ID3? What are the attribute selection measures used 

in the algorithm? 

(5+3+2) CO2 L2 

2 Consider a dataset containing information about patients to predict whether a person has “Heart Disease” or not. 

Apply the CART algorithm to build a decision tree model 
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3 
State Bayes theorem. Write an algorithm of the Naïve Nayes classifier. List out and write the working principle of 

variants of Naïve Bayes classifiers. 
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4 (a) Draw and explain the structure of an Artificial Neural Network. 

(b) Write an algorithm of the perceptron Learning. 

5 

5 

CO2 L2 

5  Consider the network architecture with 4 input and 2 output units. Consider four training 

samples each vector of length 4. 

    Training samples: 

    I1: (1,1,1,0)        I2: (0,0,1,1)      I3: (1,0,0,1)        I4: (0,0,1,0) 

    Output units: Unit1 and Unit2, learning rate 0.6. 

    Initial weight matrix: 

   Unit 1: 0.3  0.8  0.7  0.2 

   Unit 2: 0.6  0.7  0.4  0.6  

   Identify an algorithm to learn without supervision. Show the weight updates of the SOFM 

during the first epoch of the learning algorithm. 

10 CO4 L3 

6 Consider the following dataset. Cluster it using the K-Means algorithm with the initial value 

of objects 2 and 4 as initial seeds.  

S.No X Y  

1 3 5 

2 7 8 

3 12 5 

4 16 9 
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IAT 3 

21CS54 AIML 

Scheme of valuation 

(1.) Write the C4.5 algorithm. How is a C4.5 algorithm better than ID3? What are the attribute 

selection measures used in the algorithm?      

C4.5 algorithm:         (5) 

1.Compute entropy for the whole training dataset based on the target attribute. 

 
2. Compute Entropy, Information gain, Split information and Gain Ratio for each of the attribute in 
the training dataset.   

       

 

 

 
3. Choose the attribute for which the maximum Gain ratio is the best-split attribute. 
4. The best-split attribute is placed as the root node. 
5. The root node is branched into subtrees with each subtree as an outcome of the test condition of 
the root node attribute. Accordingly, the training dataset is also split into subsets. 
6. Recursively apply the same operation for the subset of the training set with the remaining 
attributes until a leaf node is derived or no more training instances are available in the subset. 

 
 (3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Metrics:           (2) 



Entropy, Information gain, Split information and Gain Ratio 
 
         
(3) State Bayes theorem. Write an algorithm of the Naïve Nayes classifier. List out and write the 
working principle of variants of Naïve Bayes classifiers. 
Bayes theorem:         (2) 

 
Algorithm: Naïve Bayes Classifier:      (5) 

1. Compute the prior probability for the target class. 
2. Compute the Frequency matrix and likelihood probability for each of the attributes. 
3. Use Bayes theorem to calculate the probability of all hypotheses. 

 

 
4. Use Maximum A Posteriori (MAP) hypothesis hMAP to classify the test object to the 

hypothesis with the highest probability. 

 
Variants of Naïve Bayes classifiers:     (3) 

1) Bernoulli Naïve Bayes classifier 
- Discrete features 
- Boolean variables 

2) Multinomial Naïve Bayes classifier 
- Generalization of Bernoulli Naïve Bayes classifier 

3) Multi-class Naïve Bayes classifier 
- Multiclassification 

(4) (a) Draw and explain the structure of an Artificial Neural Network.    (5) 

 
(b) Write an algorithm of perceptron Learning.      (5)  



 






























