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1a. Explain the Radial basis function neural network in detail with the algorithm? 



 

 

 

 



 

 

 



 

 
 

1b. Write the advantages and disadvantages of the clustering algorithm. 

 

 
2a. Assess a student’s performance using Naïve Bayes Algorithm with the dataset provided in the 

table. Predict whether the student Gets a Job or not in his Final Year of course. 



 

 
Test Data = CGPA>=9, Interactiveness=Yes, Practical Knowledge=Average, Communication 

Skills=Good).  

• Solution: The training dataset T consists of 10 data instances with attributes such as ‘CGPA’,  

‘Interactiveness’, ‘Practical Knowledge’ and ‘Communication Skills’ as shown in Table 8.1.  

• The  target variable is Job Offer which is classified as Yes or No for a candidate student.   

• Step 1: Compute the prior probability for the target feature ‘Job Offer’. The target feature ‘Job  

Offer’ has two classes, ‘Yes’ and ‘No’.  

• It is a binary classification problem.  

• Given a student instance,  we need to classify whether ‘Job Offer = Yes’ or ‘Job Offer = No’.   

• From the training dataset, we observe that the frequency or the number of instances with ‘Job  

Offer = Yes’ is 7 and ‘Job Offer = No’ is 3.   

• The prior probability for the target feature is calculated by dividing the number of instances  

belonging to a particular target class by the total number of instances.   

• Hence, the prior probability for ‘Job Offer = Yes’ is 7/10 and ‘Job Offer = No’ is 3/10 as 

shown  in Table 8.2. 

 
• Step 2: Compute Frequency matrix and Likelihood Probability for each of the feature.  Step 

2(a): Feature – CGPA  Table 8.3 shows the frequency matrix for the feature CGPA. 

• Table 8.4 shows how the likelihood probability is calculated for CGPA using conditional  

probability.  

•  
As explained earlier the Likelihood probability is stated as the sampling density for the  

evidence given the hypothesis. 

•  It is denoted as P (Evidence | Hypothesis), which says how likely  is the occurrence of the 

evidence given the parameters.   



 

• It is calculated as the number of instances of each attribute value and for a given class value  

divided by the number of instances with that class value.  

•  For example P (CGPA ≥9 | Job Offer = Yes) denotes the number of instances with ‘CGPA ≥9’  

and ‘Job Offer = Yes’ divided by the total number of instances with ‘Job Offer = Yes’.  

• From the Table 8.3 Frequency Matrix of CGPA, number of instances with ‘CGPA ≥9’ and ‘Job  

Offer = Yes’ is 3. The total number of instances with ‘Job Offer = Yes’ is 7. Hence, P (CGPA 

≥9 | Job  Offer = Yes) = 3/7.   

• Similarly, the Likelihood probability is calculated for all attribute values of feature CGPA.   

•  

 
• Step 2(b): Feature – Interactiveness  Table 8.5 shows the frequency matrix for the feature 

Interactiveness.  

 



 

 

 



 

 

 
2b. Define the Naïve bayes algorithm and write the algorithm?] 

• It is a supervised binary class or multi class classification algorithm that works on the principle 

of  Bayes theorem.  

• There is a family of Naïve Bayes classifiers based on a common principle.  

• These  algorithms classify for datasets whose features are independent and each feature is 

assumed to  be given equal weightage.  

• It particularly works for a large dataset and is very fast. It is one of  the most effective and 

simple classification algorithms.  

• This algorithm considers all features to be  independent of each other even though they are 

individually dependent on the classified object.   

Each of the features contributes a probability value independently during classification and hence  this 

algorithm is called as Naïve algorithm.  



 

 
3a. Define the following with the formula. 

i). Euclidean Distance 

ii). City block Distance 

ii). Chebyshev Distance 

 

 
3b. Consider XOR Boolean function that has 4 patterns (0,0) (0,1)(1,0) and (1,1)in a 2 dimensional 

input space. 

  

 



 

 
Construct a RBFNN as shown in figure that classifies input Pattern: 

(0,0)->0 

(0,1)->1 

(1,0)->1 

(1,1)->0 

 



 

 
4a. Explain different types of Activation functions used in ANN. 

• Activation functions are mathematical functions associated with each neuron in the neural 

network  that map input signals to output signals.  

• It decides whether to fire a neuron or not based on the  input signals the neuron receives.  

• These functions normalize the output value of each neuron either  between 0 and 1 or between 

-1 and +1.  

• Typical activation functions can be linear or non-linear. 

• Linear functions are useful when the input values can be classified into any one of the two 

groups  and are generally used in binary perceptrons.  

• Non-linear functions, on the other hand, are continuous  functions that map the input in the 

range of (0, 1) or (-1, 1), etc.  

• These functions are useful in learning  high-dimensional data or complex data such as audio, 

video and images. 



 

 

 



 

 
4b. Define Maximum A Posteriori (MAP) Hypothesis, hMAP, and Maximum Likelihood (ML) 

Hypothesis, hML. 

 

5. Write a definition and algorithm for learning in an MLP? 

• This ANN consists of multiple layers with one input layer, one output layer and one or 

more  hidden layers. Every neuron in a layer is connected to all neurons in the next layer and 

thus  they are fully connected.  

• The information flows in both the directions. In the forward direction,  the inputs are multiplied 

by weights of neurons and forwarded to the activation function of the neuron and output is 

passed to the next layer.  

• If the output is incorrect, then in the backward  direction, error is back propagated to adjust the 

weights and biases to get correct output. Thus,  the network learns with the training data. 

• A multi-layer perceptron is a type of Feed Forward Neural Network with multiple neurons  

arranged in layers. All the neurons in a layer are fully connected to the neurons in the 

next  layer. 



 

•  The network has atleast three layers with an input layer, one or more hidden layers and an 

output layer.  

• The input layer is the visible layer. It just passes the input to the next layer. The  layers 

following the input layer are the hidden layers.  

• The hidden layers neither directly receive  inputs nor send outputs to the external 

environment.  

The final layer is the output layer which  outputs a single value or a vector of values 

 

 



 

 

 
6a. Define ANN & explain different types of ANN with diagrams? 

• ANNs consist of multiple neurons arranged in layers. 

•  There are different types of ANNs  that differ by the network structure, activation function 

involved and the learning rules used. 

•   In an ANN, there are three layers called input layer, hidden layer and output layer.  

• Any general  ANN would consist of one input layer, one output layer and zero or more hidden 

layers. 



 

 

 



 

 
 

6b. Explain the self-organizing feature map and write the algorithm for the same. 

Self-Organizing Feature Map (SOFM) is a special type of Feed Forward Artificial Neural  Network 

developed by Dr Teuvo Kohonen in 1982. Kohonen network is a competitive learning  network or also 

called as adaptive learning network.  

SOFM is an unsupervised learning model  that clusters data by mapping a high-dimensional data into a 

two-dimensional map (neurons)  or plane.  

The model learns to cluster or self organize a high-dimensional data without knowing  the class 

membership of the input data, and hence the name self-organizing nodes.  

These  self-organizing nodes are also called as feature maps. The mapping is based on the relative  

distance or similarity between the points and the points that are near to each other in the input  space 

are mapped to nearby output map units in the SOFM.  

• Network Architecture and Operations  The network architecture consists of only two layers 

called the Input layer and the Output  layer, and there are no Hidden layers.  

• The number of units in the Input layer is based on the  length of the input samples which is a 

vector of length ‘n’. Each connection from the Input  units in the Input layer to the output units 

in the Output layer is assigned with random  weights.  

• There is one weight vector of length ‘n’ associated with each output unit. Output  units have 

intra layer connections with no weights assigned between these connections but  used for 

updating the weights.  

• The network architecture of SOFM is shown in Figure 10.14. 

 



 

 

 
 

             

                

 



 

 
 


