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Ei Note: Answer any FIVE full questions, L’&g ONE full quadon@n each module.
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S \/l a. How is Data Architecture IayeQ for analytics? Expla functions of eaCh(:%y:;;rks)
g b. Briefly describe the three fuﬁ&xental services offered by Cloud Computing. (10 Marks)
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g& F 2 a. List the features of G&omputmg. How does '1 er from clusters and cloud c?marks)
A S .. S oy}
g'ii b. Why is Data q@ ortant in discoveri%cw knowledge and decision makmg(m Marks)
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5 EE / 3 a List o8 core components in with appropri jagram. (10 Marks)
5 2 b. Exp e working of the Had ap Reduce fram a (10 Marks)
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5 4 a. Explam the working o p — 2 Execution ﬁ@el (YARN Mod@ (10 Marks)
¥ b. With a diagram, expl concept of AP(%E Sqoop to acquirg relational data.(10 Marks)
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z:% 5§ a. Define NOS(@I&M Big Data N or Not — only S@ with its features, transactions
'é 8 and solutions. : Y4 (10 Marks)
XS b. Describe grafh database charac&ﬁf 1c, typical used%examples_ (10 Marks)
R é, | :
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H 3/ 6 a Exp}am ongo DB wi tures. ’ (10 Marks)
8 E b. Jompare and contrast MS and Mon; databases. (05 Marks)
EE ‘C) t are the diﬂ'erways of handling Rjg}Data Problems? (05 Marks)
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3 % ¢ odule-4
%“ > 7 a. Describe thefMgyg architecture ents along with Hive Built — in functions. (10 Marks)
4 b. Explain ect to Hive Q
= i i) Hive QI¥Data Definition Manguage (DDL).
; i) Hive QL Data Maniphsion Language (DML). (10 Marks)
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& 8 a. Explain the archi ¢, feature and applications of PIG. (10 Marks)
g b. Illustrate by g an example the working of the Map Reduce programming mode],
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Module-5 (}
ssion analysis predict the value ot‘ﬁt&, ependent variable in case of linear
® v
(10 Mﬂrks)

How does regre

regression? _ f\p . o
b. Explain with example and algorithm, the wo}% rinciple of Apriori process for adopting
the subset of frequent item sets as a frequent g@ et. . (10 Marks)

” A 4
sification of web minin? and their applications.
&
(10 Marks)

10 a. Define Web Mining. Discuss the b ad
b. Define the term Social network. xplain social netwox@'graphs with Centralities ,
Ranking and Anomaly Dete};’g gm) (10 Marks)
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Solution
. . Sub
Sub: | Big Data and Analytics Code: 18CS72 Branch: | ISE
Exam .
Date: 31/01/2024 | Duration: | 3 Hrs Max Marks: | 100 Sem A\ 11
Answer any FIVE FULL Questions MARKS | CO
MODULE-1
1 (a) |a. How is Data Architecture layers used for analytics? Explain with functions of each|
layer [10] Col1
Solution:
Layer 5 Biport of datatets Datasets usages: Analytics (real-time, near 4
Data to cloud, web etc BPs, Bls, knowledge real-time, scheduled batches),
consumption ) ‘ discovery reporting, visualization
Layer 4 Processing techn- Processing in real-
y Synchronous or
Data ology: MapReduce, time, scheduled y
processing Hive, Pig, Spark batches or hybrid asynchforious processing
Considerations of types
(historical or incremental), ::Iae d:’o:)e?:::;‘:i:‘ed NoSQL data stores —
Layer 3 formats, compression, ": g an(gi' Hbase, MongoDB,
Data storage frequency of incoming self-h a:,‘ 3 g . Cassandra, Graph
data, patterns of querying self-healing), :;ar v database
and data consumption Mesos or S
: : ; Pre-processing .
Layer 2 Ingestion using Data semantics (validation, Ingestion of data
Extract Load (such as replace, ! from sources in
Data ingestion transformation or
d isition and Transform | | append, aggregate, transcoding) batches or real
it i (ELT) compact, fuse) Pactilresnark time
Layer 1 Push or pull B P Data formats:
Identification Sources for of data from the ata types for stroctied, seniiyip
of internal and ingestion of sources o database, files, or ittt
external data ingestion WEDCLISER for ingestion
sources of data e ot
T T e = ""']
Briefly describe the three fundamental services offered by Cloud Computing. Co1
(b) Solution: [10]
Cloud services can be classified into three fundamental types i) Infrastructure as a
Service(laaS) ii) Platform as a Service(PaaS) iii) Software as a Service(SaaS)
— et T
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2 (a)

OR
List the features of Grid Computing. How does it differ from clusters and cloud
computing.
Solution:

Features of Grid Computing

* Grid computing is similar to cloud computing ,it is scalable.

* Cloud computing depends on sharing of resources (for eg , networks , servers ,storage ,
applications and services )to attain coordination and coherence among resources similar|
to grid computing.

* Grid also forms a distributed network for resource integration. 4 Marks

Cluster Computing

Grid Computing

Cloud Computing

Basic Idea

Aggregation of resources.

Segregation of Resources.

Consolidation of Resources.

Running Processes

Same processes run on all
computers over the cluster at the
same time.

Job is divided into sub-jobs each
is assigned to an idle CPU so
they all run concurrently.

Depends on service
provisioning. Which computer
offers a service and provisions
it to the requesting clients.

Operating System All nodes must run the same | No restriction is made on the | No restriction is made on the
operating system. operating system. operating system.

Job Execution Execution depends on job | Execution is scalable in a way | Self-Managed.
scheduling. So, jobs wait unit it’s | that moves the execution of a job
assigned a runtime. to an idle processor (node).

Suitable for Apps Cascading tasks. If one tasks | Not suitable for cascading tasks. | On-demand service
depends on another one. provisioning.

Location of nodes

Physically in the same location

Distributed geographically all
over the globe.

Location doesn’t matter

Homo/Heterogeneity Homogenous Heterogeneous Heterogeneous
Virtualization None None Virtualization is a key
Transparency Yes Yes Yes
Security High High, but doesn’t reach the level | Lower than both types.
of cluster computing.
Interoperability Yes Yes No
Application Domains industrial sector, research centers, | industrial sector, research | Banking, Insurance, Weather
health care, and centers that offer | centers, health care, and centers | Forecasting, Space Exploration,
services on the nation-wide level | that offer services on the nation- | Business, IaaS, PaaS, SaaS
wide level
Implementation Easy Difficult Difficult — need to be done by
the host.
Management Easy Difficult Difficult
Resource Management | Centralized (locally) Distributed Both centralized and
distributed.
Internet No internet access is required Required Required

6 Marks

[10]
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(b) |Why is Data quality important in discovering new knowledge and decision making?| [10] | COl
Solution:
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MODULE-2
3 (a) [List Hadoop Core Components and explain with appropriate diagram. [10] | CO2
Solution:
HDFS
Distributed
Storage
Common
Libraries
and utilities CARN
MapReduce i >
Distributed Dlstnbut-ed
Processing Scheduling
Diagram + Explanation — 2+8 marks
(b) |[Explain the working of the Hadoop MapReduce Framework.
[10] | CO2

Solution:
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4 (a) [Explain the working of Hadoop-2 Execution model(YARN model)
Solution: [10] co2
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Solution:

Diagram — 4 Marks
Explanation — 6 Marks

With a diagram, explain the concept of APACHE sqoop to acquire relational data.




(2) Submit Map-Oniy Job

_________ (2) Submit Map-Only Job
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Sqoop Imporl [ s o g e gy Saoop Export . P
T | Sooop Job HOFS Slorage ]l 7 |[ Snaop Job HDFS Slorage ]
I |

D - |
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IFig: Two-step Apache Sqoop data import method. Fig: Two-step Sqoop data export method.
MODULE-3

5(a) Define NOSQL. Explain Big Data NoSQL or Not-only SQL with its features, [10] | CO3
transactions and solutions.
Solution:
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(b) Describe graph database characteristic, typical uses and examples. (101 | CO3
Solution:
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Solution: Diagram+ Explanation — 2+3 Marks

Ways for handling Big Data problems and
achieving higher performance

Y
\ 4 ] A

4 Y Y r

multiple nodes

' Fvenly Use replication Move queries to Distribute the
distribute data to horizontally the data, not the queries to data nodes

on a cluster distribute the data to the for processing and
using hash rings read requests queries analyze queries evenly

X I X Y X

For speeding up For speeding up When Data Store For high Separating

the paraliel the response on is at bigger size performance the concerns

computations read requests Data blocks in a from queries in evaluation
cluster which span at of query

6 (a) | Explain MongoDB with the features. (10] | CO3
Solution:
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(b) |Compare and Contrast RDBMS and Mongo DB databases.
. [05] CO3
Solution:
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MODULE-4

7(a) Describe the Hive architecture components along with Hive Built-in functions. (101 | CO4
Solution:
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(b) [Explain with respect to HiveQL. [10] | CO4
i) Hive QL Data Definition Language(DDL)
ii) Hive QL Data Manipulation Language (DML).
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8 (a) [Explain the architecture, feature and applications of PIG.
Solution: (101 | CO4
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(b) [Illustrate by considering an example the working of the Map Reduce Programming| [10] | CO4
model.
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9 (a) How does regression analysis predict the value of the dependent variable in case of]
linear regression? (10} | €O3
Solution:
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(b) [Explain with example and algorithm, the working principle of Apriori process for
adopting the subset of frequent item sets as a frequent Itemset. 1oy | €os
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10 () Define web mining. Discuss the broad classification of web mining and their
applications. (101 | CO5
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(b)

[Define the term Social network. Explain social network as graphs with centralities,
Ranking and Anomaly Detection.
Solution:

A social network is a social structure made of individuals (or organizations) called
"nodes," which are tied (connected) by one or more specific types of inter-dependency,

such as friendship, kinship, financial exchange, dislike or relationships of beliefs,
lknowledge or prestige.

(10]
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