










1C) 

 

 



 

 



 

2 a) 

 



 

 



 

 

2b)  

 

 

2c) 

 

 



 

 



Module 2 
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3b) 

 

Types of data: 

1) Structured data: tabular form 

- Data can be retrieved using tools like SQL. 



 a) Record data 

 - collection of measurements taken from a process. 

 - rows: entities,cases or records. 

 - columns: attributes/features/fields. 

 - table is filled with observed data. 

 - ‘label’ – is used to describe the individual observations. 

 b)Data matrix 

 - variant of record type. It consists of numeric attributes. 

c)Graph data 

 - it involves the relationship among objects. 

 E.g. A web page can refer to another web page. This can be modeled as a graph.  

        Nodes are web pages and the hyperlink is an edge that connects the nodes. 

d)Ordered data 

 - Ordered data objects involve attributes that have an implicit order among them. 

 E.g. Temporal data: attributes are associated with time (series of measurements     

 over time) 

        Sequence data: doesn’t have time stamps (it involves the sequence of words or  

 letters. E.g. DNA data is a sequence of 4 characters – A T G C  

         Spatial Data: attributes – positions or areas.  E.g. Maps are spatial data where  

  points are related by location. 

2) Unstructured data: Video, image, audio, textual documents, programs and blog data. 80% of the 

data are unstructured data. 

3) Semi-structured data: Partially structured and unstructured data. XML/JSON data, RSS feeds and 

hierarchical data. 
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A* Search  

- a form of best-first search. 

- Minimizing the total estimated solution cost. 

- It evaluates nodes by combining g(n) and f(n). 

 g(n) ->the path cost from the start node to the node n. 

 h(n) -> the estimated cost of the cheapest path from the node n to the goal. 

 f(n) = g(n) + h(n)  [f(n) : estimated cost of the cheapest solution through n.] 

- finding the node with the lowest value of g(n)+h(n) to find the solution. 

- A* search algorithm is both complete and optimal. 

Conditions for optimality: (Admissibility and consistency) 

 - (1) The first condition for optimality is that h(n) be an admissible heuristic (it never  

    overestimates the cost to reach the goal). 

 - g(n) is the actual cost to reach n along the current path  

 - f(n) never overestimates the true cost of a solution along the current path through n. 

 - hSLD  is admissible because the shortest path between any two points is a straight line so 

    the straight line cannot be an overestimate. 



 

- The values of g are computed from the step costs (in Kms Figure 3.2- Romania map) and hSLD  is  

   given in Figure 3.22. 

- In A* search tree(Figure 3.24), nodes are labelled with f=g+h. 

- h values are the straight line distances to Bucharest. 

- Bucharest first appears on the frontier at step e but it is not selected for expansion because its f 

cost is 450 is higher than of Piteshi(417).  

- There might be a solution through the node Piteshi. 

The second condition for optimality (consistency or monotonicity): 

 - It is required only for applications of A* to graph search. 

 - h(n) is consistent if ‘for every node n and every successor n’ of n generated by any  

   action a, the estimated cost of reaching the goal from n is no greater than the step cost of  

   getting to n plus the estimated cost of reaching the goal from n’ : 

      h(n) <= c(n,a,n’) + h(n’)      [form of triangle inequality: a< b+c] 

 - Here, the triangle is formed by n, n’ and goal node Gn closest to n. 

 - Every consistent heuristic is also admissible. 

 - Consistency is a stricter requirement than admissibility. 

 - All admissible heuristics are also consistent. 



 - The straight line distance between n and n’ is no greater than c(n,a,n’). hSLD  is a  

               consistent heuristic. 

A* has properties: 

- tree search version of A* is optimal if h(n) is admissible while the graph search version is optimal if 

h(n) is consistent. 

(1)  if h(n) is consistent, then the values of f(n) along any path are nondecreasing. 

  Proof:  

 suppose n’ is a successor of n, then 

  g(n’)=g(n)+c(n,a,n’) 

   and  

  f(n’)=g(n’)+h(n’) 

          =g(n)+c(n,a,n’)+h(n’) 

          >=  g(n) + h(n) 

          = f(n)  

(2) Whenever A* selects a node n for expansion, the optimal path to that node has been found. 

 - If it is happened, there would be another frontier node n on the optimal path from start 

node to n. 

 

Machine Learning Process(1) 

- emerging process model for data mining for business 

Organization is: Cross Industry Standard Process – Data  

Mining (CRISP-DM).  

- 6 steps: 

1) Understanding the business: objectives and requirements 

- problem formulation 

2) Understanding the data: data collection, study  

characteristics of the data, hypothesis formulation, 

matching patterns to the selected hypothesis. 

3) Preparation of data/ data preprocessing: cleaning raw data and handling missing values. 

4) Modelling: Obtain a model or pattern. 

5) Evaluate: Evaluate the results using statistical analysis and visualization methods. 



6) Deployment: Improve the existing process. 

 

4c) 

 

- Slide the tiles horizontally or vertically into the empty space until the configuration matches the 

goal configuration. 

- Average solution cost: 22 steps (on average, it takes 22 moves to transition from a random initial 

state to a goal state). 

- branching factor: 3(on average, each state has 3 possible successor states). 

- When the empty tile is in the middle, 4 moves are possible. 

- When the empty tile is in a corner, 2 moves are possible. 

- When the empty tile is along an edge, 3 moves are possible. 

- Tree search to depth:   322 ~ 3.1x1010 states. 

 

 



Answer Key for Module 3 and 4

Module 3

Answer 5-a

Answer 5-b



Answer 5-c



Answer 6-a



Answer 6-b



Module 4

Answer 7-a



Answer 7-b



Answer 7-c



Answer 8-a

Answer 8-b



Answer 8-c





 



















 

 

 












