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1. a) Define Bus. Explain single bus structure in an architecture. [8] |co1 | L2
b) Differentiate hardware and architecture of a computer [2] |CcOo1 | L1
2. Explain different functional vnits of a digital computer with the help of a diagram. [10] (CO1 | L2
3 a) Write an ALP using ARM to add two &4 bit numbers. [6] |cot L3
fto i ; 7
b) How to improve the performance of a computer? 4] |cor | L3
4. i . . .
a) Define Exception. Explain two kinds of exception. %i} ggi i% L2
b) With a diagram explain daisy chamning techmque. :
5. With a neat sketch, Explain a method for handling interrupts from multiple devices. [10] |co1 | L3
6. [10] |co1l | L3

With a neat diagram, explain DMA controller.



1a)

Bus Structures

The individual parts of a computer need to be connected in an organized way to
merease the speed of operation When a word of data is transferred between units, all its bits
are transferred i parallel that is bits are transferred sinmltaneously over many wires or lines,
one bit per line. A group of lines that serves as a connecting path for several devices is called
a bus. The simplest way to infer connect finctional vnits is to vse a single bus as shown in
Fig13.
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Fig 1.4: Single-bus structure

The main virtue of single-bus structure is its low cost and its flexibility for attaching
peripheral devices. Systems that contain nmltiple buses achieve more concurrency in
operation by allowing two or more transfers to be carried out at the same fime. This leads fo
better performance but at mcreased cost.

A common approach is to mnclude buffer registers with the devices fo hold the
mformation during transfers.

1 b) Computer hardware consists of electronic circuits, displays, magnetic and optical storage media,
electromechanical equipment, and communication facilities.

Computer architecture encompasses the specification of an instruction set and the hardware units
that implement the instructions.



Functional Units

A computer consists of five functionally independent main parts: mput, memory,
arithmetic and logic, owtput and control units as shown in fig 1.1.
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Fig 1.1 Basic fanctional units of a computer

The input unit zccepts coded information from luman operaters, from electromechamical
dexices such as keyboards or from other computers over digital commmnication line. The information
recerved 15 etther stored mm the computer memory for later reference or mmmediately used by the
artthmetic and logie ciroutry to perform the desired operations. The processing steps are determmined
by the program stored in the memory. Finally the results are shown on the output umt. All of these
actions are co-ordinated bv the control umt We refer to the anthmetic and logic cwewts in
comunchion to the control cirourts as the processor and input and output umts are referred to as input-
output (170 unit.

Inztructions or maching instructions are explicit commands that

* Govern the transfer of mformation within a computer as well as between the
computers and 1ts [0 devices.
*  Specify the anthmetic and logic operations to be performed.

A list of mstructions that perform a task 1= called program. The computer 1= completely
confrolled by a stored program except for a possible externz] inferruption by an operator or by 1'O
devices conmected fo the machine Data 15 used to mean any dizital information. Each mumber,
character or Imstruchion 15 encoded as a shing of bmary digits known as bits each having one of two
possible vales D or 1.

Input Unit

Computers accept the coded information through mput units which read the data. The
well known mput device is Keyboard. When a key 15 pressed, the corresponding letter or digit
15 automatically translated into its corresponding bimary cede and transmitted over a cable to
either the memory or processor.



Memory Unit

The memory unit is used to store program and data. There are two classes of storage
known as primary and secondary.

Primary memory 15 a fast storage that operates at electronic speeds. Programs are
stored in the memory while they are executed The memory contains large number of
semiconductor storage cells each capable of storing one bit but instead are processed as
groups of fixed size called words. The memory is organized so that a word can be stored or
retrieved in one basic operation. A distinet address 15 associated to each word m the memory.
Addresses are numbers that identify successive locations.

Programs mmst reside m the memory durmg execution Instractions and data can be
read out or wrtten into the memory under the control of the processor. Memory m which any
location can be reached in short and fixed amount of time after specifying its address is called
random-access memory (FLAM). The small, fast EAM units are called caches.

The additional cheaper sscondary storage is used when large amount of data and
many programs have to be stored particularly for information that is aceessed infrequently.

Arithmetic and Logic Unit (ALT

Any anthmetic and logic operation 1s imtiated by bnnging the required
operands mto the processor where the operation 15 performed by the ALU. When the
operands are brought into the processor they are stored I high speed storage elements called
registers. Access time to register Is faster than access time to the fastest cache umit in the
memory hierarchy. The control and the anthmetic logic units are many times faster than any
other devices connected to a computer system.

Output Unit

The cutput vmit is a counterpart of mput unit. Its function is used the processed results
to the outside world. The most familiar example of such a device 1s a printer.

Conirol Unat

The control unit is a well defined physically separate wmit that mteracts with other
parts of the machine. The control unit sends the control signals te other units and senses therr
states. Timing signals are generated by the control circuits that determine when a given action
is to take place. Data transfer between memory and processor is also controlled unit through
timing signals. A large set of control lines (wires) camries the signals used for timmng and
synchromization of events in all units.

3a)
AREA ADD64, CODE, READONLY
EXPORT __main

__main

ENTRY

LDR RO, = Valuel



LDR R1, [RO]

LDR R2, [RO, #4]

LDR RO, = Value2
LDR R3, [RO]

LDR R4, [RO,#4]

ADDS R6, R2, R4

ADCS R5, R1, R3

MOV RS, #0

ADC R7, R8,#0

LDR RO, = Result
STR R7, [RO]

STR R5, [RO, #4]
STR R6, [RO, #8]

STOP B STOP

Valuel DCD OX1AAAAAAA, OXBBBBBBBB ;
Value2 DCD OXCCCCCCCC, 0XDDDDDDDD ;
;Valuel DCD OXFFFFFFFF, OXFFFFFFFF  ;

;Value2 DCD OXFFFFFFFF, OXFFFFFFFF  ;

AREA data64, DATA, READWRITE
Result DCD 0X0
END

3b)



Basic Performance Equation

Let T be the processor tme required to execute a program that has been prepared by
some high level language. The compiler generates machine level object program that
comresponds to source program. Assume that complete execution of the program requires
the execution of N machine language mstructions. Suppose that the average mumber of
basic steps needed to execute one machine mstruction 15 5, where each basic step is
completed m one clock cycle. If the clock rate 13 R cycles per second, the program
execution time 1s given by basic performance equation.

N x5
B

To achieve high performance, the value of T nmst be reduced which can be done by
reducing N and 5, and increasing R. The value of & is reduced if the source program is
compiled m fewer machine mstructions. The value of § is reduced if instructions have a
smaller number of basic steps to perform or if the execution of mstructions are
overlapped. Using a higher-frequency clock creases the value of R which means the
time required to complete a basic execution step is reduced.

4 a)

Exceptions and interrupts are unexpected events that disrupt the normal flow of instruction
execution. An exception is an unexpected event from within the processor. An interrupt is an
unexpected event from outside the processor. You are to implement exception and interrupt
handling in your multicycle CPU design. External interrupts come from input input (1/0O) devices,
from a timing device, from a circuit monitoring the power supply, or from any other external source.
Examples that cause external interrupts are 1/0 device requesting transfer of data, I/0 device finished
transfer of data, elapsed time of an event, or power failure. Internal interrupts arise from illegal or
erroneous use of an instruction or data. Internal interrupts are also called traps. Examples of
interrupts caused by internal error conditions are register overflow, attempt to divide by zero, an
invalid operation code, stack overflow, and protection violation. External and internal interrupts are
initiated from signals that occur in the hardware of the CPU. A software interrupt is initiated by
executing an instruction

4 b)



If several devices share one interrupt request line. some other mechanism is needed.

When several devices raises interrupt request and INTR line is activated. the processor
responds by setting the INTA line to 1. The signal is received by device 1. Device 1 passes
the signal onto device 2 only if it does not require any service. If device 1 has pending
request for mterrupt. it blocks the INTA signal and proceeds to put its identification code on
to data lines. In daisy chain the device that is electrically closest to the processor has the
highest priority.
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Fig 7: Daisy chain

Handling Multiple devices
The mformarion neadad to detenmine whather a device is raquesting an ramupt &
available m 25 status regster. When a device mises an interTupt request, one of the buts of the
starus register s set to 1 which we call IRQ bit.
KIRQ. DIRQ are the imernmpt request bits for keyboard and display. The pollme
scheme I the disadvantage that the time spent mrerozating the IRQ bits of all the devices
that may not be rRquesting amy sarvice. An aemate approach is 10 use vectorad inferupts.

Vectored

A device requesting an mterTupt can idereify zself by sendmg special code to the
processor over the tus. The code suppliad by the device represents the starting address of the
Intermupt servace routing. The code lensth i 4 to 8 birs. The processor reads dhis address
called the mtsrmupe vector and stores ¢ m to the PC. The interrupt vector may also inchide a
new vk Bra processor stans register.

The mterrupted device nmist wait to pur on the bus only when the processor & ready to
racemve it When the processor is ready to recefve the vector meerrupt cods, it activates the
mrermupt acknowledee line INTA The L0 dewvice responds by sending 2s intermupt vector
code and nurming off INTR. sizmal

I Nesti

T'0 devices should be orzanized i a priorxy soucture. An inrermupt request fom a hizh
proriry should be accepead while the processor 1s senvmg another raquest from the Jower
pronry device.

We can assizn poonty Evel to the processor that can be changad under progam
coutrol The priorxy level of the processar & the prionty of the program that is curently
beinz exacursd The processor accepes mrermupes fom devicss that have priorines hizher than
its own.

The processor is I supenvisory mode when it 5 exeozing the OS routines. It swarchss
to User mode before bezmming to execute application programs. The privileged instructions
can be executed only while the processor is mumnmg in the supervisery mode. A omikple
pronty scheme can be mplemented by wsing separate oremupt request and merupt
acknowladze lines from each device
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If sevenal devaces share one intermupt raguest Ime. some other machamism 15 needed.
responds by settng the INTA line to 1. The sizmal is racerved by device 1. Device | passes
the sizmal omto device 2 only if ¥ does not require any service. If device 1 has pendme
raquest for internapt. 2 blocks the INTA sizral and proceeds to put ifs identification code on
to dara lmes In daisy cham the dewice that is elecmically closest to the processor has the
bighest priority.
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Direct Memory Access

To wansfer large blocks of data at hizh speeds, an akemate approach is used A spacial
corrrol unz may be provided to allow transfer of block of data directly between extamal
device and main memory whout imterversion by processor. This approach 5 called direct
memory access or DMA

DMA mamsfers are performed by comrol circuss that are part of 10 interface callad
DMA controller. The DMA controller performs fumctions that would normally be camied our
by processor when accessme main memory.

Il 0 1 0
Status and conirol
IE __I RIW
Starting sddress
Word coust I

Fig 9: Ramisters m DMA imerface

The R/ bit determene the diraction of tansfer. When this bit is s2t to 1 by a prozam
msmaction, the controller performs read operation that is # transfers data fom memory to IO
device. When qansfer & conpiete. it sets done flag to 1. When IE 1, it causes the comtroller
10 raise an miermupe affter 1t has complstad transfrming block of data. Fmnally IRQ bif is set to
1 when = has requested intermupt.
different DMA devices high prority i given to hish speed perpherals such as disks, hush
speed natwork interface or graphic dasplay device.

The processor onigmates mest memory cyckes, the DMA controller 5 said to steal
memory cyecles from processor. Thes techmique is called cycle stealing. DMA controller is
EIven access to main memory to transfer a block of data without mtermuption. Thas & called as
biock or urst mode

Mais
Processor momay
System bas
DisDMA DMA Printer Keyboand
-9 1
Disk Disk Netwerk
Inerfsce

Fig 10: Use of DMA conmoliars in conputer systam



