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1  
 Apply the   Apriori algorithm for generating the frequent Item Set for the following 

set  

of five transactions, Give  algorithm for the same. Let min sup=60% and min conf 

=80% 
TID T100 T200 T300 T400 T500 

ITEM

S 

{M, O, N, K, E, 

Y} 

{D, O, N, K, E, Y} {M, A, K, E} {M, U, C, K, 

Y} 

{C, O, O, K, I, E} 

 Solution : 

 Given: 

Support = 60% = 60100x560100𝑥5 = 3 

Confidence = 70% 

ITEMS : E,K,O : 3 

ASSOCIATION RULE: 

1. [E,K] →→ 0 = 3/4 = 75% 

2. [K,O] →→ E = 3/3 = 100% 

3. [E,O] →→ K = 3/3 = 100% 

4. E →→ [K,O] = 3/4 = 75% 

5. K →→ [E,O] = 3/5 = 60% 

6. O →→ [E,K] = 3/3 = 100% 

∴ Rule no. 5 is discarded because confidence ≥≥70% ,So, Rule 1,2,3,4,6 are 

selected 

[10] CO3    L3 

2   Construct the FP tree and generate the frequent item set using FP growth 

algorithm. 

 Let Min Support =3. 
TID T1 T2 T3 T4 T5 

ITEM

S 

I1, I3, I4 I2, I3, I5, I6 I1, I2, I3, I5 I2, I5 I1, I3, 

I5 

                      Solution:                      

   [10] CO3 L3 

3  Explain the various approaches for candidate generation with examples. 

 Solution :  Brute Force ,Fk-1 X Fk-1, Fk-1 x F1 Item sets 

[10] CO3 L2 

4  Explain how to build Decision tree using Hunt’s algorithm with Example.    
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 Solution:   

5  Explain about various methods for attribute test conditions with example.    

 Solution :   With figure 

Binary  

◦Nominal  

◦Ordinal  

◦Continuous  

   

6  Illustrate  the measures used to select best split in Decision tree classifier. Give 

example for each. (Write about Gini Index, Information Gain with example.).along 

with decision tree induction algorithm. 

 Solution :  

   

   



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


