
 

 
USN           

 

 

Internal Assessment Test II– July-2024---Scheme 

Sub

: 

DATA MINING AND DATA 

WAREHOUSING 

Sub 

Code: 
21IS643 Branch: ISE 

Date: 31/07/2024 Duration: 90 min 
Max 

Marks: 
50 Sem/Sec: VI / C OBE 

Answer any FIVE FULL Questions 
MAR
KS 

CO RB

T 

1    Illustrate the concept of rule based classifier along with example & sequential covering 

algorithm; 

Solution : Rule based Classifier ---Explanation with Coverage and Accuracy terms 

   Sequential Covering Algorithm 

 

[10] CO4    L3 

2  Apply the Naïve bayes theorem to predict  If a patient has stiff neck, what’s the probability 

he/she has meningitis? P(M|S),explain the concept of Naïve bayes classifier and its 

components.  

Given : A doctor knows that meningitis causes stiff neck 50% of the time P(S|M) = 0.5 – 

Prior probability of any patient having meningitis is 1/50,000 P(M) = 1/50,000 – Prior 

probability of any patient having stiff neck is 1/20 P(S) = 1/20. 

Solution :  

P(A) is prior probability (unconditional probability) of event A. 

•P(A|B) is posterior probability (conditional probability) of event A given that 

event B holds. 

•P(A,B) is the jointprobability of two events A and B.  

–The (unconditional) probability of the events A and B occurring together. 

–P(A,B) = P(B,A). 

 

   [10] CO4 L3 

3 Explain K Nearest Neighborhood classifier in detail. Write the algorithm and explain 

Solution :  
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4 Categorize the   various Clustering methods. and explain the hierarchical clustering 

method. 

Solution :  Two main types of hierarchical clustering  

◦Agglomerative:  

Start with the points as individual clusters  

at each step, merge the closest pair of clusters. This requires defining a notion of 

cluster proximity.  

◦Divisive:  

Start with one, all-inclusive cluster  

at each step, split a cluster until only singleton clusters of individual points 

remain. In this case we need to decide which cluster to split at each step and how 

to do the splitting  

[10] CO5 L3 

5 Illustrate the concept of K-means clustering algorithm with example. 

Solution :  

 

[10] CO5 L3 

6 Explain the  Density-based clustering methods with example 

Solution :   

[10] CO5 L2 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


