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Illustrate the concept of rule based classifier along with example & sequential covering
algorithm;
Solution : Rule based Classifier ---Explanation with Coverage and Accuracy terms
Sequential Covering Algorithm
1: Let E be the training records and A be the set of attribute-value pairs, {(A4;,v;)}.
2: Let Y, be an ordered set of classes {yy,y2,..., Uk }-
: Let R = { } be the initial rule list.
: for each class y € Y, — {yi.} do
while stopping condition is not met do
r — Learn-One-Rule (E, A, y).
Remove training records from E that are covered by r.
Add r to the bottom of the rule list: R — RV r.
9:  end while
10: end for
11: Insert the default rule, {} — s, to the bottom of the rule list R.
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Apply the Naive bayes theorem to predict If a patient has stiff neck, what’s the probability
he/she has meningitis? P(M|S),explain the concept of Naive bayes classifier and its
components.

Given : A doctor knows that meningitis causes stiff neck 50% of the time P(S|M) = 0.5 —
Prior probability of any patient having meningitis is 1/50,000 P(M) = 1/50,000 — Prior
probability of any patient having stiff neck is 1/20 P(S) = 1/20.

Solution :

P(A) is prior probability (unconditional probability) of event A.

*P(A[B) is posterior probability (conditional probability) of event A given that
event B holds.

*P(A,B) is the jointprobability of two events A and B.

—The (unconditional) probability of the events A and B occurring together.
—P(A,B) = P(B,A).

If a patient has stiff neck, what’s the probability he/she has meningitis? P(M]|S) ?

P(S|M) P(M) 0.5 X 1/50000

= 0.0002
P(S) 1/20

P(M|S) =
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Explain K Nearest Neighborhood classifier in detail. Write the algorithm and explain
Solution :

Algorithm 5.2 The k-nearest neighbor classification algorithm.
1: Let k& be the number of nearest neighbors and D be the set of training examples.
2: for each test example z = (x',y’) do

3: Compute d{x’', x), the distance between z and every example, (x,y) € D.

4

5

6

Select D, € D, the set of k closest training examples to z.
y' = argmax E(x-;~'yij€1)z (v =)
v

: end for
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Categorize the various Clustering methods. and explain the hierarchical clustering
method.

Solution :  Two main types of hierarchical clustering

cAgglomerative:

[]Start with the points as individual clusters

[1at each step, merge the closest pair of clusters. This requires defining a notion of
cluster proximity.

cDivisive:

[]Start with one, all-inclusive cluster

[lat each step, split a cluster until only singleton clusters of individual points
remain. In this case we need to decide which cluster to split at each step and how
to do the splitting
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Illustrate the concept of K-means clustering algorithm with example.
Solution :
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: Select K points as the initial centroids.
: repeat

2
3
4:  Recompute the centroid of each cluster.
5: until The centroids don’t change

Form K clusters by assigning all points to the closest centroid.
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Explain the Density-based clustering methods with example
Algorithm: DBSCAN: a density-based clustering algorithm.

Input:

D: a data set containing n objects,

€: the radius parameter, and

MinPts: the neighborhood density threshold.
Output: A set of density-based clusters.

Method:

(1) mark all objects as unvisited;
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(2) do

(3) randomly select an unvisited object p;

(4) mark p as visited;

(5) if the e-neighborhood of p has at least MinPts objects

(6) create a new cluster C,and add p to C;

(7) let N be the set of objects in the e-neighborhood of p;

(8) for each point p’ in N

9) if p’ is unvisited

(10) mark p’ as visited;

(1) if the e-neighborhood of p has at least MinPts points,
add those points to N;

(12) if p is not yet a member of any cluster, add p’ to G;

(13) end for

(14) output C;

(15) else mark p as noise;

Solution : (16) until no object is unvisited;
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