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Internal Assessment Test 3 – August 2024  

Sub: ANALYSIS & DESIGN OF ALGORITHMS Sub Code: BCS401 Branch: AIML/CSEAIML 

Date:  Duration: 90 min Max Marks: 50 Sem/Sec: IV -A, B, C  OBE 

Answer any FIVE FULL Questions  MARKS  CO  RBT 

   1 What is a heap? Explain what is Max heap? How is it used in the Sorting 

technique? Explain with a neat diagram. 

10 CO3 L1 

2 
How many bits may be required for encoding the message ‘mississippi’? Find 

how many bits will be transmitted using fixed sized codes and variable sized 

codes. 

10 CO4 L2 

3 
Write and explain the iterative backtracking algorithm. Draw the state space tree 

for the 4-queens problem and give the solution tuples. 

10 CO5 L3 

4 Give the formulation knapsack problem using branch and bound and find the 

optimal solution using branch and bound with  

n=4, m=15,  (p1…p4) = (15, 15, 17, 23) & (w1…w4) = (3, 5, 6, 9). 

10 CO5 L2 

5 Find the cost of the Minimum Spanning Tree using Kruskal’s algorithm? 

 

10 CO4 L3 

6 Formulate the Knapsack problem with greedy method and find the optimal 

solution for  

n=7, m=15, (p1-p7)=(10,5,15,7,6,18,3), (w1-w2)=(2,3,5,7,1,4,1). 

10 CO4 L3 
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Answer any FIVE FULL Questions MARKS CO RBT

1 What is a heap? Explain what is Max heap? How is it used in the Sorting
technique? Explain with a neat diagram.

Ans:
A heap is defined as a binary tree with keys assigned to its nodes provided the
following conditions are met:

- The binary tree is a complete binary tree. All its levels are full. Rightmost
leaves may be missing.

- The key at each node is either greater than or equal to the keys of its
children (or) the key at each node is either lesser than or equal to the keys
of its children.

A max heap is defined as a heap where every internal node is greater than or
equal to its child nodes.

10 CO3 L1

2
How many bits may be required for encoding the message ‘mississippi’? Find
how many bits will be transmitted using fixed sized codes and variable sized
codes.

Ans:

Consider the following characters ‘mississippi’.

The frequency and probabilities of the characters are as follows:

Character m i s p

Frequency 1 4 4 2

Probability 0.09 0.36 0.36 0.19

Merge the smallest weights and make them the left and right subtrees. The root
will hold the sum of the weights.

10 CO4 L2



Repeat the same until a single tree is obtained.

Allocate 0 for left subtree and 1 for right subtree.

These are the following variable codes that are obtained for the characters:

Character Code

m 000

i 01

s 1

p 001



The no. of bits per character in these codes are:

(3*0.09)+(2*0.36)+(1*0.36)+(3*0.19) = 1.92

The compression ratio (3-1.92)/3*100 = 36%

Huffman encoding will use 36% less memory.

3
Write and explain the iterative backtracking algorithm. Draw the state space tree
for the 4-queens problem and give the solution tuples.

Ans;

10 CO5 L3





4 Give the formulation knapsack problem using branch and bound and find the
optimal solution using branch and bound with
n=4, m=15, (p1…p4) = (15, 15, 17, 23) & (w1…w4) = (3, 5, 6, 9).

Ans:

10 CO5 L2





Final solution vector is {1, 2, 3}.



5 Find the cost of the Minimum Spanning Tree using Kruskal’s algorithm?

Ans:

10 CO4 L3





6 Formulate the Knapsack problem with greedy method and find the optimal
solution for
n=7, m=15, (p1-p7)=(10,5,15,7,6,18,3), (w1-w2)=(2,3,5,7,1,4,1).

Ans:

10 CO4 L3
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