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CO1

CO1

autocorrelation. 4
c. | Develop a program to ger era‘ﬁp the probability densﬁjﬁ*ﬁ;lﬁbtlon of Gaussian | 05 | L3 | CO1
distribution function. %, :

Q.2 | a. | Define auto- covaraéﬁ nco, random variable, cumulatwe distribution function | 08 | L1 | CO1
and probability d1stt1but1on function. 2 "
b. | The random, ar1able its plot is given as fx(x) = 2.2 for x > 0. Find the | 04 | L3 | CO1
probability
c. | Define E ( ablhty with an example: Dlseuss the1r properties (ax1oms) 08| L2 | CO1
Mpdule 2

08 | L3 | CO2

Q3 |a.

time domain and frequency dom domam -
b. | Define modulation index and percentage of ‘:odulat1on Explam over | 06 | L2 | CO2
modulation and distortion...
¢. | Derive the expressmn for Amphtude Modulanon (AM) power m terms of | 06 | L2 | CO1
modulation mdex S

OR
Q.4 |a. | Explaina general block diagram of a frequency division 1 multiplexing. 06| L1 | CO2
b. | Explain the working prmc1ple o;fzm‘lattme type ba{}an@ed modulator with | 07 | L1 | CO2
circuit diagram. ? \

c. | With neat diagrams, explam h'\ v level collector modulator 07 | L2 | CO2

Q5 |a. Wlth a neat block dlagram, explain convertmg a phase modulated signal | 07 | L1 | CO3
, mto a frequency modul ted signal. et :
b. | Determine ‘ frequency modulated © signal | 06 | L3 | CO3
Vin = Ve sin@af, t+ m, sin2nf t) mterms of Bessel functions. Write the

amplitude of mdeband ﬁequen01es o) interms of modulation index (my).
c. | Identify the noise suppression of frequency modulated signal. 07 | L2 | CO3
™ OR
Q.6 | a. | What is the maximum bandW1dth of an FM signal with a deviation of | 04 | L2 | CO3
30 kHz and a maximum mddulatmg signal of 5 kHz. (i) Using number of
sidebands N =9 (1&)*Usmg Carson’s rule

b. | Define phase loeked~«~ loop. Explain with neat circuit diagram of FM 08 | L2 | CO3
demodulator using the IC 565.
c. | With neat block diagram, explain the concept of frequency modulation with | 08 | L2 | CO3

an IC volt x_g_%controlled oscillator (IC NE566)
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Module 4

06

L2

CO4

Q.7
convert the analog signal to d1g1tal signal. ¢
What is quantization process? Explain the d1fferent .typ%s of quantization | 07 | L2 | CO4
with their important characteristics. b
Explain the concept of Time division multlplex@ng with a neat block | 07 | L2 | CO4
diagram. B

Q.8 Define PCM (Pulse Code Modulation). ‘Explain the basic elements’of a | 06 | L2 | CO4
PCM system with neat diagrams. i) 7 ;

For the data stream 01101001. Draw the following line code waxfeforms 09 | L3 | CO4
(i) Unipolar NRZ (i) Polar (iii) Unipolar RZ

(iv) Bipolar RZ ) ﬂanchester code (vi) D1ffe1;cnt1a1 coding

State and prove the samplmg theorem. Explain with, neat sketches and | 05 | L2 CO4
equations. ) /

Q.9 Develop a code to generate and plot eye dlagra 06 | L3 | COS
Define noise fac%mr and noise figure. Also explain noise in cascade | 06 | L2 | COS5,
connection. ; o ¥
Define Inter. Symbol Interference (ISI) Outhne baseband binary data | 08 | L1 | COS
transmlssmn system with neat block diagram and equatlons

X7 OR%

Q.10 Explain bandW1dth requirements of TI sys systems. L1 | COS
Write short notes on: L1 | COS
(i) Signal to noise ratio £ -

(i) External noise
(iii) Internal noise {
>“input and an S/Muratlo of6at | 06 | L3 | CO5

An RF amplifier has ang“”S/N ratio of 8 at th

the output. What ¢ e noise factor, nolse ﬁgure and noise te mpérature‘?
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Module 1

‘that P(% = P{%v ) I

1a)
What is conditional probability? ﬁng\;

Conditional Probability

« Conditional probability is defined as the likelihood of an event or outcome occurring,
based on the occurrence of a previous event or outcome.

» Let P[B|A] denote the probability of event B, given that event A has occurred. The
probability P[B|A] is called the conditional probability of B given A.

« P[BJA] is defined by P[BJA] = FL;‘I::” where P[A 0 B] is the joint probability of A and B.

* The conditional probability occurs only for dependent events.

Joint Probability

= Joint probability is a statistical measure that calculates the likelihood of two events
occurring together and at the same point in time. Joint probability is the probability of
event Y occurring at the same time that event X occurs.

* The joint probability of two events may be expressed as the product of the conditional
probability of one event given the other, and the elementary probability of the other.

= We may write

P[A n B] = P[B|A] P[A]
Or
P[A n B] = P[A|B] P[B]

Bayes' rule for conditional probability

» Statement: It states that, the conditional probability,
P[A|B] P[B|
P[B|A] = ————

[B1A] PlA]

s Proof: we know that,

P[ANEB]
PlA]

P[B|A] =

3 P[A N B] = P[BIA] P[A].......(1)

P|A n B] = P|AIB] P|B] ... ... (2)
Equating eqns (1) and (2],

P[A|B]P[B]

PIBIA =




Define the autocorrelation and

1b)
§YUSS correlation. Discuss the properties o1
autocorrelation.

Autocorrelation function

s The autocorrelation function of the process X(t) as the expectation of the product of two
random variables X(t;] and X(t;), obtained by observing X[t] at times f;, and ¢,
respectively.

o Ry(ty,t;) = E[X(t)X(t:)]
L] o
= = I_m f_mxixzfxtcl],x{cz.‘;{xl-xz)dxldxz

s Autocorrelation function gives correlation of a signal with itself but delayed in time

s Autocorrelation function, ry(k, 1) is a function of time difference (k-1).

* Properties of auto correlation function are

o Let Ry(t) be the auto correlation function of random variahle “X'
o The mean-square value is therefore equivalent to the average power of the process.

Ry (0) = E[X(£)X(1)]
Ry(0) = E[X*(0)]
o The autocorrelation of a real valued process has even symmetry,
Ry(t) = Ry(—T)
o The autocorrelation function is maximum at the origin,

i.e., B, (0) = R, (1) for any value of T

1c)
ng;lop_a program to gene
distribution function.

inction ot Gaussian

ite the probability density™

%$Matlab Program to Simulate Gaussian PDF
clc

clear all

close all

%Gaussian PDF with Mean 0 and Variance 1

mean=0

variance=1

x=-10:0.001:10;

Gaussian PDF=(1l/sqgrt (2*pi*variance)) *exp (- ((x-mean) .”2)/ (2*variance));

subplot(2,1,1)
plot (x,Gaussian_ PDF)



grid on

xlabel ('Values of x'")

ylabel ('Probability of x'")

title ('Gaussian PDF with mean 0 and variance 1'")

%Gaussian PDF with Mean 4 and Variance 0.5

mean=4

variance=0.5

x=-10:0.001:10;

Gaussian PDF=(1/sqgrt (2*pi*variance)) *exp (- ((x-mean).”2)/ (2*variance));

subplot(2,1,2)

plot (x,Gaussian_ PDF)

grid on

xlabel ('Values of x'")

ylabel ('Probability of x')

title('Gaussian PDF with mean 4 and variance 0.5'")

2a)
Define auto-covari ncé% random variable, cumulative distribution function
and probability dlstmbutlon function. P s

Covariance; It gives joint expectation of two random variables X and Y. It is denoted by symbaol

I
'-'I"x"f'

o coviXY) = Ay = E[{X - m,‘]l{'f - my}] where

m, is the mean od the random variable X" and m,is the mean of the random variable 'Y’

coviX,Y) =gy = F.[{}i'. - mx][‘f - my:]]
= E[K‘r’ = Xm, = Ym, + mxmyl

= E[XY] = m,E[X] = m.E[Y] + m,m,
= E[XY] = m,m, = m,m, + m,m,

= E[XY] = 2m,m, + m,m,

= E[XY] = m,m,,



3.3 Random Variables

+ Random wvariable is a real valued function, which can take any value in the sample space
and its range is set of real numbers.
» Random variable can be classified as
o Continuous Random variable(CRV)
o Discrete Random variable(DRY)

Randonm
varialde

e Prahability

Fig: lllustration of the relationship between sample space, random variable and
probability

Probability Mass function

+ Let X be adiscrete random variable and [x;, Xz, %3, ..., %] be the values of *X' can take, then
P|X = x] is called probability mass function.
Probability Mass Function is associated only with Discrete Random Variable
Eg: Coin tossed twice
Random variable: Counting no. of heads

A function which maps random values to some probabilities is called Probability
Mass Function (PMF).

Probahbility Distribution Function

For any random varable "X’ probability distribution function is denoted by Fy(x).
Itis related to PMF as
o Fylx) =PIX=<x].
where X is a random variable whose values are [xg, %3, ..., %]
The Fy(x) is a function of ‘x" and not a function of random variahle X'
Properties of distribution function
o Fg(x)z0;—o<xsm
o Fy(—=) = 0and Fy(=) =1
o Plb<X=<a]l=Fga)=Fylb):a=h
#  The derivative of probability distribution function is called as probability density
function(pdf)

¢« [tis denoted by, fy(x)
e Mathematically: (x) = %Whum Fylx)is the probability distribution function and X is

the random variable that can take any real value ‘x'.
# The total area under probability density curve is always equal to 1 (unity) iLe.

I7 feldx =1



2b)
The random variable its plot is given as fi(x) = 2.e ™" for x 2 0. Find the

probability/that-it will take value between'l and 3.

axioms).

2c)
Define probabilitv with an example: Discuss their propertics

3.2 Probability
Probability of event A, is denoted by P{A): This is a function that assigns a non-negative
number to an event A in the sample space and satisfies the following properties{axioms):

o 0=P=s1l
o P[S] = 1 (total probability of all events in sample space is 1)

o If A and B are two mutually exclusive events, then

P[A U B] = P[A] + P[B] = (P[A U B] = P[A orB])

And
PIANB] =0= (P|Aand B| = 0)

Sample Events
SACE E
% - a Probability
- ,.nll"- I h P 1
¥l 1 "'
-
-
- “
- ,H B .
by - ’ .
- -
. » -
L] - o
'___.——ﬁ o=
-
-

Fig: lllustration of the relationship between sample space, events and probahility

The following properties of probability measure P may be derived from the above axioms:
F[ A ] = 1 — P[A] When events A and B are not mutually exclusive:
P[A U B] = P[A] + P[B] — P[A N B] Where P[A 1 B] is the probability of joint event

“Aand B”
If 4, As As, o Ay are mutually exclusive events that include all possible outcomes

of the random experiment, then P[A;] + P[Az] + -+ P[AL]l =1

-
o

=]

Module 2:

2a)



Defimition: Amplisude modulaiton is the process of varving the amplizude of a perindic waveform, called the

carrber signal. Im propontion g the Insanianeous amplinedes of the modularing signal that typlcally conalns
Informatian in be emnsmisied 184}

The siamdard form of AM In the tinee desmalm: (40

Signals are defined as follows

Muessage: mil

Camter: £t} = VcSin (2mfc)

Modulaied Sigmal: The amplisude of the carrier sigmal chasges propontional to miE) and frequemcy and phase
remaln ithe same, which can be maibematlcally expressed o

() = |I-"_ +rem(i) ISirl. (Xmf_t]; ivpical value x=1. The expression can be rearlioen o
s(t) = Vel + k,mit] |Sin {2mfe)

K, 15 a consteng, Amplitwde sensidistity

b, ()| e 5 Cermeed o5 Modulation index factor, p'm

M= = Ve of i (e g, or k Vi

Ceraphical represesgation: single inne and generic modulating sigmal: (1M
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Frogueency Domaln Representaibon (20 +2M)
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Hf = J' s{epe =0T gt

S = FUE [1 + kymit)]Sin (2mfe))
S0y = FlA_Sin (2uf1)] + F[A, tﬂm{:]m{znm] ........ £
Mo magmitude specinam s carsidemsd

By applying Fourer resulis
FSin 2ufe}) = SI8(F = L)+ 8(F + 1] and el g{r) = G{f = £} given g(t)=E(f}

Equation 1 can he rearimen as
SOF) =2 [60F — £ + 807 + £1] + =2IM0f — £+ MIf + £)]. magnisde spectrum

Specenam of carrier skgnal
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2b)
Define modulation index: 'a“ﬁd percentage of

modulation and distortio
Modulation factor or index is the ratio of change in amplltude
of the carrier wave to the amplitude of the unmodulated carrier

wave

modulation. EXplai:over

Wme Domain Representation:
Message Carer ek &
==

Uy = Vm sin 2 it il ] f

Carrier
| c(t) = VcSin (2nf.t) l

Bl
Modulated Signal u v,\/\(/ s _M J‘

L ™ Unmecuiatea

s(t) = Ve[l + kom(t) |Sin 2nf.t)

Modulation factor or index is the ratio of

* kq is a constant, Amplitude sensitivity change in amplitude of the carrier wave
. -';a |7?(t)| axis termed as Modulation index/ to the amplitude of the unmodulated
actor, gfm carrier wave

« m=p =Vm/Vcor kg |m(t)|max OF kg VM



Modulation Index-Computation

v vrmu Vmin
AN MmN~ T W """"""" m 2
T _ Vmaz + vmjn
d | =T
}T/ \lz -Y- b A Ve
i i i
anx - Vrmn
m =
Vmux + Vmin
U W

|Kam(t)|=m =1

|Kam(t)] orm>1

= Muadlhon
> -

Over Modulation

modulation index




Transmitted Power S

Power = V"R = T'R=1

S()
= F[V, Sin (2nf.t)] + F[va (Sin2n(f. + f,)t) S V2 . W, m)* N W, m)*
2 8 8
+Sin (2n(f, —fm)tn]
_g({/) PT_E(IJr 4 +4)
=5 8¢ = f)+8(f + ] ( ml)
g Pr=P[1+ =
=6 - 8 (F+ S ) :
+ O == D +8(f+F=fu))] i
PT = [T-R

© Carrier o 3
% —— ‘ erer Ir = LNV + m2). - \’:{(’l) - 1}
1,

(et fo)

Frequency

3a)

fréquency division multiplexing.

FDM(Frequency Division Multiplexing)

Message  Low-pass Band-pass Band-pass Low-pass  Message

inputs filters Modulators filters filters Demodulators filters outputs

l=—> LP MOD (=== BP = —| BP | DEM [—3 P |—>1|

2—> LP MOD == BP > b—> BP —> DEM P p—=2
Common

i : | channel [ ] ; L

N—3= P MOD f—>~ BP | | BP —= DEM LP —=N

Carrier Carrier
supply supply

Transmitter Receiver
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3b)
Explain E@hﬁ%wﬁérkmg principl ¢

lattice type balanced modulator with

circuit diagram.



Ly Ring Modulator 8 a produd Modulajor -vsed fur Geneva g~
DSBS ¢ ~Moduladed Bignal.

cligdbdigram: oy

CF) Byuare Kawe )
F;gif 1-6@) 1 circuit C[/Eﬁ::.qm b}ﬁﬂ“} Modu lfor

PN — RV W Vs P WL WL Vo
Ls e Gycult diagram o Rng medlulator G2 Bhowa T
Figuat 1.4(a) Corgisls of —two Center—tapped —transforms

T1,Ta aod Four dfedes D1, Pa, D3 and D4 Cpnr‘l)ecitd s
bridge Cisquir 0ad o BpF WIlE (enter frequeay £, Bw=af,.
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The high-level modulator varfes the voltage and power in the final RF amplifier stage of the
transmitter. The result is high efTiciency in the BF amplilier with high-quality performance. The
circuit diagram of (he ransistor-based  high-level modulator is as Tollows. The carrier signal is
applied to the base of a high-power class C-tuned amplifier. The modulating signal is coupled using
a transformer and is superimposed with the collector supply.

Carrier
input
Modulating
s:i_n:al High- T
e OWET
_F{-; §
amplifier
Microphona Moculason
tranglormer
-]
IVcc

With a zero-modulation input signal, there is zero-modulation voltage across the secondary of T1, the
eollecior supply voltage is applied directly o the class Coamplifier, and the output carier is a steady
S W,

When ithe modulating signal occurs, the AC voltage of the modulating signal across the secondary of
the modulation tramsformer is added to and subtracted from the DC collector supply voltage. This
varying supply voltage is then applied to the class C amplifier. causing the amplitude of the current
pulses through transistor O to vary, As a result, the amplitude of the carrier sine wave varies with

ithe modulated signal, When the modulation signal goes pesitive, it adds 1o the collecior supply
voliage, therelyy increasing its value and causing higher current pulses and a higher amplitude carrier
When the modulating signal goes negative, it subtracts from the collector supply voltage, decreasing
it. For that reason, the class C© amplificr current pulses. are smaller, resulting in a lower-amplitude
carrier output. Thus the output amplitude varies in proportion to the message sipnal, or in other
worids the circulr produces AM,

Moddulaling signel acmss 1he
secandary of T, and the compasite
supply willags sppled o &y

7N /*\‘
.l-r \ i

b Mg - =L J "._‘ II." LY .

2V

A major disadvantage of collector modulators is the need for & modulation transformer that connects
the audio amplifier to the class C amplifier in the transmitter. The higher the power, the larger and
more expensive the tansformer. for 100 percent modulation, e power supplied by ihe modulator
must be one-half the toral class C amplifier input power,
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‘Module-3 -

Q.5 | a. | With a neat block diagram, explain converting a phase modulated signal | 07 | L1 | CO3,
into a frequency modulated signal. “int -

b. | Determine ‘the frequency” modulated signal | 06 | L3 | CO3 ‘
Veu = Vesin2rf t+m, sin2nf,t) interms of Bessel functions. Write the ;
amplitude of sideband frequencies (Jn) interms of modulation index (my). -
& | Identify the noise suppression of frequency modulated sional 07/ L2 | CO3

5a)

VLD Imphoosim o £ uing by -

miy) ‘_—__Iﬂkgmm . Smwat Phase Mol bor | ZTI,%M

A, Cos@rfct
Cavriey A19na)
WLELLE Generotion 8 £ - sigred Uiy Phag yiodubdr

P
> BY Changing phase wodulatoy fmpd Aigna) B Fmiy - we can
Yenesale FM&igna) . 05 Bhown TN $Fgud.




Figure 5-% Using a low-pass filter to roll off the audio modulating signal amplitude
with frequency.

e
I
Microphaneg A A A |
Audic 1
/ armplifier "
—
\ _ Phase Indirect Fi
AW e

J:__+ m%.m

Carrier
oscillator

f., = about 0.1 Hz

Rall-off of
audio signal
wills an increass
in frequancy

L]
[
1
i
1
1
L]
1
1
]
¥

Frequenoy ————= »

To make PM compatible with FM, the deviation produced by frequency variations in the

modulating signal must be compensated for, This can be done by passing the intelligence
signal through a low-pass RC network, as illustrated in Fig, 3-3, This low-pass filter,

called a_frequency-corvecting network, predistorfes, or [ filter, canses the higher modulat-
ing frequencies to be atteruated. Although the higher modulating frequencies produce a
greater rate of change and thus a greater frequency deviation, this is offset by the lower
amplitude of the modulating signal, which produces less phase shift and thus less frequency
deviation. The predistorter compensates for the excess frequency deviation caused by
higher modulating frequencies. The resull 15 an outpul that is the same as an FM signal.
The FM produced by a phase modulator 15 called indivect FM.

5b)
Determine ‘the ﬁ'equencyr modulated signa
Vpy =V, sm(Enf t4 m, sin 2nf, t} interms of Bessel functions. Write th
ampl:tude of s:deband frequenc:es (Jn) interms of modulation index (my).

P> Wide -band FM ¢-
A i N N

J0 Wide-band Aignad
L> re \Value 8 modulokion indexs B DL (areaterthan 1)

Ly Iaf¢nilz vumbes 2f &ide bands owe present—

#¥xl> The messoge gigrad frequenuy £ 8 S behween
3oRz Xr ISkHz:



¥¥r The Randwidih of Wide band PM &igna) Can be Gilculated
Fom  Carsen'A Rule Ahown ¥ €quekien ()

BN, = &Fm—r;zapmu &= CARsONS Rule
L The Moionwa pre : R s s FM-Sgedl.
ey deviodion ts Iskpz .

L s of ide band pm -
* Wide- band F™M dechnique ¥ mq"rqulj Used fn High qualrr%
MUsTC Aignad tranzmissen.
Example s M- channek

FCaennasZa. - | . f 1

Given the modulation index, the number and amplitudes of the significant sidebands can be
determined by sclving the basic eguation of an FM signal. This equation is solved with a complex
mathematical process known as Bessel functions.

s(t) = A Sin(2mft — fCos  (2mfi,t))
OR
s(t) = Ap cos(2rf.t 4 fsin(2nf,,1))

Using expansion and bessel approx

s(0) =Ac 3 Jn(Bloos(2n(f. +nfa)] S() = 0 IBNOS )+ 00 + 5+ )



Plot of Bessel function of first kind

Bessel function table

Sidebands (Pains)
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Identify the noise suppression of ﬁfec;uency modulated signal.

Ay

* Constant amplitude: Limiter

MNoise spukas

Amplitude variations above
this level are clipped off

TN nnhﬁ"""'";;i:;;""
0l

Amplitude variations below
this level are clipped off

Noise and Phase Shift

*The noise amplitude added to an FM signal introduces a small
frequency variation, or phase shift, which changes or distorts the

S|gna|' How noise introduces a phasa shift
i N,
: H H N
i | K
a ] !‘ J'r
It is possible to determine just how much of a frequency shift a particular phase shift K I ,r'
produces by using the formula Seme —~"f i
Hr r'JIL'-
d = 1) 5| & ,-' 5
i N
where d = frequency deviation produced by noise .'J J #ain ‘%
¢ = phase shift, rud H & 4
o = frequency of modulating signal !

) L1



* The overall effect of the shift depends upon the maximum allowed frequency
shift for the application. If very high deviations are allowed, i.e., if there is a high
modulation index, the shift can be small and inconsequential.

« If the total allowed deviation is small, then the noise-induced deviation can be

severe.
Frequency deviation produced by noise

Maximum allowed deviation

* Remember that the noise interference is of very short duration; thus, the phase
shift is momentary, and intelligibility is rarely severely impaired. With heavy
noise, human speech might be temporarily garbled, but so much that it could not
be understood.

Pre-emphasis and De-emphasis

* Pre-emphasis and De-emphasis : to offset high frequency noise
interference

*Noise can interfere with an FM signal, and particularly with the
high-frequency components of the modulating signal. Since noise is
primarily sharp spikes of energy, it contains a lot of harmonics and
other high-frequency components.

* These frequencies can be larger in amplitude than the high-frequency
content of the modulating signal, causing frequency distortion that
can make the signal unintelligible.

* Audio (Low freq < 3k) and musical instruments (Higher)

Pre-emphasis: amplifies high frequency component
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De-emphasis-receiver
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A phase-locked loep (PLL) is a freguency- or phase-sensitive feedback control circuit
used in frequency demodulation, frequency synthesizers, and various filtering and
signal detection applications. All phase-locked loops have the three basic elements,
shown in Fig, 6-17.

1. A phase detector is used to compare the FM input, sometimes referred to as the
reference signal, to the output of a VCO,

2, The VCO frequency is varied by the de output voltage from a low-pass filter,

3. The low-pass [iller smoothes the outputl of the phase delector nto a control vollage
that varies the frequency of the V(.

The primary joh of the phase detector is to compare the two input signals and gen-
erate an output signal that, when filtered, will control the WVCO. If there is a phase or
frequency difference between the FM input and VOO signals, the phase detector output
varies in proportion to the difference. The filtered output adjusts the VOO frequency in
an attempt to correct for the original frequency or phase difference. This de control
voltage, called the error signal, 1s also the [eedback in this cireonl.

Figure 617 Block diagram of a PLL.

Phass Low-pass Recovered
dere-;:lnr filtar medulating
A "
ERd signal

input

‘ Errar slgnal
I Feedback

IC 565

IC 565 is the most commonly used phase locked loop IC. It is a 14 pin
Dual-Inline Package (DIP). The pin diagram of IC 565 is shown in the
following figure —



ee — 1 i4 P——NC

Input —— 2 13 p— NC
Input —— 3 12 —— NC
VCO OQutput —— 4 565 i1 — NC
Fhase Detector
— 5 10 —— +V¢¢
VCO Input
Reference Output ——— ¢ 5 External Capacitor
for VCO
Demodulated Output ——o 7 8 |——— External Resistor
for VCO

The purpose of each pin is self-explanatory from the above diagram.
Out of 14 pins, only 10 pins (pin number 1 to 10) are utilized for the
operation of PLL. S0, the remaining 4 pins (pin number 11 to 14) are
labelled with NC (No Connection).

The VCO produces an cutput at pin number 4 of IC 565, when the pin
numbers 2 and 3 are grounded. Mathematically, we can write the
output frequency, fu, of the VCO as.

f 0.25
t = 5=

. Ry Cy

where,

Ry is the external resistor that is connected to the pin number 8

C'y is the external capacitor that is connected to the pin number 9



® By choosing proper values of Ry and Cy, we can fix
(determine) the output frequency, fue of VCO.

® Pin numbers 4 and 5are to be shorted with an external wire
so that the output of VCO can be applied as one of the inputs of
phase detector.

® IC 565 has an internal resistance of 3.6 K€}. A capacitor, C has
to be connected between pin numbers 7 and 10 in order to
make a low pass filter with that internal resistance.

Note that as per the requirement, we have to properly configure the
pins of IC 565.

c)

Frequency modulation is a process of changing the frequency of a carrier wave in
accordance with the slowly varying base band signal. The main advantage of this

modulation is that it can provide better discrimination against noise.



ANCD is a circuit that provides an oscillating signal whose frequency can be
adjusted over a control by Dic valtage. WCO can generate both square and inangular
Wave signal whose frequency 15 set by an external capacitor and resistor and then vaned
by an applied DC voltage. IC 566 contains a current source to charge and discharge an
external capacitor C1 at a rate set by an external resistor. R1 and a modulating DC output
vollage,

The Schmitt trigger circuit present in the IC is used 1o switch the current source
between charge and discharge capacitor and triangular voltage developed across the
capacitor and the square wave from the Schmit trigger are provide as the output of the
buffer amplifier,

The B2 and R3 combination is a voltage divider, the voltage VT must be in the range %
WVOU = VO = VOC, The modulating voliage must be less than % VOT the frequency Fe

can be calculated using the formula

Fo =2 (Vee-Ve) R1 C1 Vee

For a fixed value of Ve and a constant C1 the frequency can be varied at 10:1
similarly for a constant R! C1 product value the frequency modulation can be done at
10:1 ratio
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Q.7 | a. | Why digitize the analog signals? Explain the different/proésses used to | 06 | L2 | CO4
convert the analog signal to digital signal. (N 3 *
b. | What is quantization process? Explain the different«tyfies of quantization | 07 | L2 | CO4
with their important characteristics,
c. | Explain the concept of Time division mu]tﬂ?ﬁ!ﬁging with a neat block [ 07 | L2 | CO4
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The process involved in converting analogue signals into digital in physics is called
digitisation, which entails two steps: sampling and quantisation. In sampling, the
analogue signal is measured at regular intervals, and in quantisation, these measured
values are approximated to the nearest value within a set range.
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Q.8 Define PCM (Pulse Code Modulation). Explain the basic elcmentﬂ‘tff‘ al06|L2|CO4

PCM system with neat diagrams, (¢,
. | For the data stream 01101001. Drat the following line code v&fom-js: 09| L3 | CO4
(i) Unipolar NRZ (ii) Polar]‘-htz (iii) Unipo
(iv) Bipolar RZ (v) Manchester code (vi) Differential coding
State and prove the samplmg theorem. Explain with, neat sketches and | 05 | L2 | CO4
equations. o F o~
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Sampling Theorem

Sampling theorem states that any continuous time signal can e
be completely represented in its periodic samples and
can be recovered back if the sampling frequency is greater than /-

or equal to twice the highest frequency component of
base band (message)signal.
iz 2w
f; = Samping frequency and W= bandwidth of message
¢ sl = Y 8(-nT)

s

-]

for all time.

Consider a train of unit impulses separated at a distance T, and
represented by 55 (t) ——

Multiplying g(t) with s (£), ylelds a ideal sampled signal g () % =N :, w S TN S

Ideal Sampled signal thus can be written as
sl = p0sst) @ [
vl

#5(0) = p(6) Enz = 811 = 0T,)
w®) =i o) be-) | @

I T
_

From equation (1) s
ault) = g5y (t) a ’
|FT a

Gs(f) = 1G(NN » 1850 /’_ _\

G} = 16U * s Ene-an 80F = 1) |

g f
(+ Fourier Transform of periodic imgulse train y \ R
i 8 periodic impulse train with change in smplitude)
Gan=r Y 6r-n) @ sty = ) 8t =nL) sn=p 3 sr-nt
(= by convolution property of impalse 11 f:--.
Gif)» 8(f = nf}=G(f = nf))
‘W can rewrite equation |3) as

. w, =M, -1,0 T, II, 3T, 4% 5T,

5;3:=:,i{-3+;ﬂu—-f.} O it

L

e 1] ~




Reconstruction of original signal through samples

Sagnal g(t) can be reconstructed from ideal sampled signal
gs(t) using a reconstruction filter R(t).

The characteristic of reconstruction filter is given as

1) The amplitude of the reconstruction filter must be® /.
2] It's bandwadth must be equivalent to w Hz

H(f) = {I‘Jf,-' “2sfsT

0; elsewhere

_1.I.|I‘||z 0 —u.lll‘rz

Taking inverse Fourier transform of equation (5]

h(t) = sinc(2uwt) o

Passing equation [4) from a LPF

Gg(F) = fG{F)

Gg(f)

1
6N =76 @

It is like passing Gg(f) from reconstruction fiter

G(r)

Reconstruction filter

HU =1y,

6(n = unesn @

Talong inverse Fourier transform
glt) = hic) = gg(t)

glt) = sinc{2uwt) -I Z gnT) 8 = nT,)I

Z ginT,)sinc{2a(t - 'n?',}}] o

| T

Equation (9) is known as interpolation formula

gty =

2 x 1 L L

transmission svstem with neat block diagram and equations.

a) NEED TO INCLUDE CODE FOR EYE DIAGRAM

b)

Expressing Noise Levels

» The noise quality of a receiver can he
expressed as in terms of noise figure, noise
factor, noise temperature, and SINAD.

» Noise Factor (Noise ratio) and Noise Figure:

NR = SN input
T SN outpur

When the noise factor is expressed in decibels, it is called the
noise figure (NF):

NF =10 log NR dB

. Module -5 W
Q.9 | a. | Develop a code to generate and plot eye diagram. ¢ 06| L3 | COs5
b. | Define noise factor -and noise figure. Als’@:exp[ain noise in cascade | 06 | L2 | CO5
connection. . . F
c. | Define Inter Symbol Interference (ISI). Outline baseband binary data | 08 | L1 | COS




Noise in Cascaded Stages

» The noise performance of a receiver is
determined in the very first stage of the
receiver, usually an RF amplifier or mixer.
Design of these circuits must ensure the use
of very low noise components, taking into
consideration current, resistance, bandwidth,
and gain figures in the circuit. Beyond the
first and second stages, noise is basically no
longer a problem.

Moise in cascaded stages of amplification.

NR = 1.6 NR = 4 NR = 85
Shgnal input I\\ l‘\
Output
L V I“l,/\
A =7 A =12 A, =10

NR = 212 NF = 3.26 dB

The formula vsed to calculate the overall noise performance of a receiver or of
multiple stages of RF amplification, called Friis® formuda, is

MR, =1  HNE;— 1 NE. — 1
NR = NR, + . Fooe
A| .-1.|.r1_'| A|.A_l,"'..‘1..
where NE = noise ratic
MRy = noise rato of input or first amplifier w0 receive the signal
MR, = noise ratio of second amplifier

NR: = nose ratw of thard amplifier, and so on
Ay = power gain of lfirst amplifier
A, = power gain of second amplifier
Az = power gain of third wmplifier, and so on
4-1  BS—1
NE = 1.6 + - + — = L& + 04286 + 00893 = 212
7 (7112

¢ s ligure is

NF = 10Jog NR 10 Josg 2,12 = 10003261 = 326 dR

What this calculation means is that the first stage controls the
noise performance for the whole am plifier chain.



Intersymbol Interference- baseband binary
PAM system

* Arises when the communication channel is dispersive- the channel
has a frequency-dependent amplitude spectrum, for eg band-limited

channel

*The baseband transmission of digital data, the use of discrete
pulse-amplitude modulation (PAM) is the most efficient one in terms
of power and bandwidth utilization

Input

Pulse- {oy} | Transmit | s(r) x5(1) xlt) Receive | vir) i) ) — Say 1 1f yly) =2
t;;'a;"—u amplitude | filer — Ch:ar;el. _JH’E}_,. filter _).4:,\‘&:’—» D;:‘fé';"
”’L* madulator gll) \f el Sample at —= Say 0 if ylt;) < &
.|l time s, = i, —1—
White
Clck Gaussian Threshold A
pulses noise wir
Fe— Transmitter f Channel i Receiver ———M

NE if symbol by, is 1
=1 =1 if symbol by is 0

s()= Y arglt—kTy)

k

= The signal 5(t) is modified as result of transmission through the channel
of impulse respense hit).In addition, the channel adds random noise to
the signal at the receiver input. The noisy signal x(%) is then passed
through a receive filter of impulse response c(t).

« Double convolution involving the impulse response g(t) of the transmit
filter, the impulse response h{t) of the channel, and the impulse
response cft) of the receive filter, results in

= W as a scaling factor to account for amplitude changes incurred in the
course of signal transmission through the system.

up(t) = g(t) » h(t) » c(1)

2= 8 a0~ ) + ) pO)=1  wN=GOHACH



Contd...
at receiver end

* The term n(t) is the noise produced at the output of the receive filter due
to the additive noise w(t) at the receiver input. It is customary to model
w(t) as a white Gaussian noise of zero mean.

*The resulting filter output y(t) is sampled synchronously with the
transmitter, with the sampling instants being determined by a clock or
timing signal that is usually extracted from the receive-filter output.

* Finally, the sequence of samples thus obtained is used to reconstruct the
origina[ data sequence using a decision device.

* Specifically, the amplitude of each sample is compared to a threshold.
* |f the threshold is exceeded, a decision is made favoring symbol 1.
* |f the threshold is not exceeded, a decision is made favoring symbol 0.

* |If the sample amplitude equals the threshold exactly, the receiver simply makes a
guess.

*The receive filter output y(t) is sampled at time ti = iTh (with i taking
on integer values), yielding

y(t) = szxﬂm'ﬁf = k)Ty)] + n(t;) Without 151

= pa; + p i ayp[(i — k)T3)] + n(t;) y(ti) = pa;
b=-oo
k#i

+ The first term represents the contribution of the ith transmitted bit,
+ The second term represents the residual effect of all other transmitted bits on the decoding of the ith bit; this

residual effect due to the occurrence of pulses before and after the sampling instant t=ti is called intersymbol
interference (I51).

+ The last term n(ti) represents the noise sample at time §



*Under these ideal conditions, the ith transmitted bit is decoded
correctly.

*The unavoidable presence of ISI and noise in the system, however,
introduces errors in the decision device at the receiver output.

*Therefore, in the design of the transmit and receive filters, the
objective is to minimize the effects of noise & ISI and deliver the
digital data to its destination with the smallest error rate possible.

*When the signal-to-noise ratio is high, as is the case in a telephone
system, for example, the operation of the system is largely limited by
ISI rather than noise; we may ignore n(t)

OR. oy
Q.10 Explam bandwidth requirements of T1 systems. ~ 06 | L1 | CO5
b Write short notes on: # _n:“n,_' 4 ,@:' 08 | L1 | CO5
(i) Signal to noise ratio <1, o h
| (ii) External noise e

(1i1) Internal noise

An RF amplifier has an'S/N ratio of § at the mput and an Sﬂﬁ@m of 6at | 06 | L3 | CO5
the antrnt. What are the noise factor. noisé ficure and noise femperature?

a)

Signal-to-Noise Ratio(SNR)
» The stronger the signal and the weaker the
noise, the higher the S/N ratio.

» Signals can be expressed in terms of voltage
or power.

where ¥V, = -.i_'_:'nJI volluge
v, ] 5 P v, se vollage
N v, of N P, P, = sig nal pnw er

» that the signal voltage is 1.2 uVv and the noise
is 0.3 uV. The S/N ratio is 1.2/0.3 = 4.

v if the signal power is 5 uyW, the power is 125
nW, the S/N ratio is 5 utW/ 125 nW = 40

)
For voltage: dB = 20 log N = W log4 = 2(0.602) = 12dB

5
For power: dB = 10 log v = 10 log 40 = 100 L.602) = 1648




External Noise

» industrial, atmospheric, or space.

» shows up as a random ac voltage and can be
seen on an oscilloscope. The amplitude varies
over a wide range and the frequency too.

» Noise in general contains all frequencies, varying
randomly. Called white noise.

» The key to reliable communication, then, is
simply to generate signals at a high enough
power to overcome external noise.

» Industrial Noise

» Atmospheric Noise

Extraterrestrial Noise

T —

-

v Industrial Noise

v Excautomotive ignition systems, electric motors, and
generators, gas-fi lled lights.

» Any electrical equipment that causes high voltages or
currents cause noise.

v Atmospheric Noise

» earth’s atmosphere - static -Static usually comes from
lightning-megawatt power- impact on signals at frequencies
below 30 MHz

v Extraterrestrial Noise

» solar and cosmic -sources - SUN- noise sprectrum- big
amount of noise that causes tremendous radio signal
interference and makes many frequencies unusable for
communication.

» Noise generated by stars -cosmic -distances between those
stars and earth -less impact.



Internal Noise

+ Electronic components in a receiver- resistors, diodes, and
transistors are major sources of internal noise.

v Types: Thermal noise,

v semiconductor noise,

» and intermodulation distortion- some design control.

» Thermal noise ‘phenomenon known as thermal agitation, the
random maotion of free electrons in a conductor caused by heat.
Increasing the temperature causes this atomic motion t
increase.

» Thermal agitation is often referred to as white noise or Johnson
noise - just as white light. Filtered or band-limited noise is
referred to as pink noise.

» The noise power is proportional to the bandwidth of any circuit
to which it is applied. Filtering can reduce the noise level, but
does not eliminate it entirely.

The amount of open-circuit noise voltage appearing across a resistor or the input
impedance (o a receiver can be calculated according to Johnson's formula
i, = VALTHR
where v, = nns noise vollage
Bolizman's constant {1.38 = 1077 JK)
temperature, K (°C + 273)

handwidth, Hz
resistance, 1}

E---
[N | |

What is the open-circuit noise voltage across a 100-kV resistor over
the frequency range of direct current to 20 kHz at room
temperature (25°C)?

v, = VATER
= WA0138 = 107025 + 273020 = 107100 = 107
1, = 574 uv

+ Since noise voltage s proportional to resistance value, temperature, and bandwidth,
noise voltage can be reduced by reducing resistance, tem perature, and bandwidth or
any com bination to the minimum level acceptable for the given appl ication.

Thermal noise can also be computed as a power level. Johnason’™s formula is then

P_=LkTR
where Pn is the average noise powsr in Watts.

Semiconductor Moise | dicdes and transistors are major contributors of noise.
In addition to thermal noise, semiconductors produce shot
noise, transit-time noise, and flicker noise.



» transit-time noise: transit time refers to how
long it takes for a current carrier such as a
hole or electron to move from the input to
the output.

» Flicker noise or excess noise: occurs in

resistors and conductors. Due to minute
random variations of resistance in the
semiconductor material. It is directly
proportional to current and temperature.

Intermodulation Distortion :generation

of new signals and harmonics caused by circuit

nonlinearities.

~ Nonlinearities produce modulation or
heterodyne effects. Many frequencies - large no:
of sum and difference frequencies.

-~ Falls within BW. Cant filter it. Get added as noise.

» The key to minimizing these extraneous

intermodulation products is to maintain good

linearity through biasing and input signal level

control.
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