ANSWER KEY TAT-1

1. (a) Describe in detail the four approaches to Al. (6)
Ans.




(b) What are the capabilities a computer must possess to meet the Turing test? (4)
Ans.




2. (a) Define the following terms with respect to an intelligent agent:
(1) Agent, (1) (i1) Environment, (1) (iii) percepts, percept sequence, (1) (vi) Agent
functions, agent programs. (1)

AnSs.
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(b) Define and compare DFS (2), BFS (2), and IDS (2).
Ans.
Breadth-first search-
» The root node is expanded first (FIFO)
+ All the nodes generated by the root node are then expanded
» And then their successors and so on
» Expand shallowest unexpanded node
» Frontier (or fringe): nodes in queue to be explored
» Frontier is a first-in-first-out (FIFO) queue, i.e., new successors go at end of the queue.
» Goal-Test when inserted.
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Depth-first search-

Always expands one of the nodes at the deepest
level of the tree

Only when the search hits a dead end

Goes back and expands nodes at shallower levels
Dead end & leaf nodes but not the goal

Expand deepest unexpanded node
Implementation:

frontier = LIFO queue, i.e., put successors at front

Iterative deepening search-

No choosing of the best depth limit

It tries all possible depth limits:

First 0, then 1, 2, and so on

Combines the benefits of depth-first and breadth- first search
optimal

complete

Time and space complexities

reasonable

suitable for the problem

having a large search space

and the depth of the solution is not known
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(a) Write a brief note on any three types of agent programs. (2 marks for each type)

Ans.




(b) Define a rational agent (1). Explain in detail the properties of the task environment

(3).
Ans.




(a) Describe PEAS (2). You are designing a “shopping Al books on Internet” Agent (4).
What are its PEAS (4)?

ADnS.
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5. (a) There are three missionaries and three cannibals who want to cross a river using a
boat that can carry at most two people. The problem imposes certain constraints to
ensure the safety of the missionaries and prevent the cannibals from outnumbering the
missionaries on either side of the river at any time (10).

Ans.
Let's denote the sides as L (left) and R (right). Initially, the state is (3M, 3C, L).
1. Move 2C from L to R. New state: (3M, 1C, R).
2. Move 2C back from R to L. New state: (3M, 3C, L).
3. Move 2M from L to R. New state: (1M, 3C, R).
4. Move 1M and 1C from R to L. New state: (2M, 2C, L).
5. Move 2C from L to R. New state: (2M, 0C, R).
6. Move 2C back from R to L. New state: (2M, 2C, L).
7. Move 2M from L to R. New state: (OM, 2C, R).
8. Move 1M and 1C from R to L. New state: (1M, 3C, L).
9. Move 1M from L to R. New state: (OM, 3C, R).

10. Move 1C back from R to L. New state: (OM, 2C, L).
11. Move 2C from L to R. New state: (OM, 0C, R).



6. (a) The 8-puzzle sliding block start and goal states are given here. Using the depth-first
search algorithm shows how to reach the goal state from the start state. What is the total
cost (10)?

Goal
State




