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1    a 

Solve by using Find-S Algorithm     

Sr. 

No 
CGPA 

Interacti

ve 

Practical 

Knowledge 

Communic

ation Skill 

Logical 

Thinking 

Internship 

Done 

Job  

Offer 

1 >=9 Y Excellent Good Fast Y Y 

2 >=9 Y Good Good Slow Y Y 

3 >=8 N Good Good Slow N N 

4 >=9 Y Good Good Slow N Y  

[5] CO1 L2 

  b List and Explain Perspectives and Issues in Machine Learning [5] CO1 L1 

2  How you will design a Learning System? Explain with example [10] CO1 L2 

3  

Apply ID3 algorithm for constructing Decision Tree for the following training 

example 

Outlook Temperature Humidity Wind PlayTennis 

sunny hot high weak no 

sunny hot high strong no 

overcast hot high weak yes 

rain mild high weak yes 

rain cool normal weak yes 

rain cool normal strong no 

overcast cool normal strong yes 

sunny mild high weak no 

sunny cool normal weak yes 

rain mild normal weak yes 

sunny mild normal strong yes 

overcast mild high strong yes 

overcast hot normal weak yes 

rain mild high strong no 
 

[10] CO4 L3 

4 
a 

Explain different types of Machine Learning and Main Challenges of Machine 

Learning 
[5] CO1 L1 

b Explain the concept of Entropy and Information Gain [5] CO4 L1 

  5  

Define Following Terms: 

a) Concept Learning 

b) Version Space 

c) Consistent Hypothesis 

d) General Boundary 

e) Specific Boundary 

 

[10] CO1 L1 

6  Explain Candidate Elimination Algorithm with Example [10] CO1 L2 
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Q 1 a) Solve by using Find-S Algorithm 

     

Sr. 

No 
CGPA 

Interacti

ve 

Practical 

Knowledge 

Communic

ation Skill 

Logical 

Thinking 

Internship 

Done 

Job  

Offer 

1 >=9 Y Excellent Good Fast Y Y 

2 >=9 Y Good Good Slow Y Y 

3 >=8 N Good Good Slow N N 

4 >=9 Y Good Good Slow N Y 

Solution: 

 

 
 

 

 



 

 

 

Q 1 b) List and Explain Perspectives and Issues in Machine Learning [5] Perspective 2M and 

Issues 3M 

 

Solution: 

 

• One useful perspective on machine learning is that it involves searching a very large space of 

possible hypotheses to determine one that best fits the observed data and any prior knowledge 

held by the learner. 

• The learner's task is thus to search through this vast space to locate the hypothesis that is most 

consistent with the available training examples.  

• Issues in Machine Learning 

• What algorithms exist for learning general target functions from specific training examples?  

• In what settings will particular algorithms converge to the desired function, given sufficient 

training data?  

• Which algorithms perform best for which types of problems and representations? 

• How much training data is sufficient?  

• What general bounds can be found to relate the confidence in learned hypotheses to the amount of 

training experience and the character of the learner's hypothesis space? 

• When and how can prior knowledge held by the learner guide the process of generalizing from 

examples?  

• Can prior knowledge be helpful even when it is only approximately correct? 

• What is the best strategy for choosing a useful next training experience, and 

• how does the choice of this strategy alter the complexity of the learning problem? 

 

Q 2) How you will design a Learning System? Explain with example [10] 2M each Step 

            Steps are as follows: 

Choosing the Training Experience 

Choosing the Target Function 

Choosing a Representation for the Target Function 

Choosing a Function Approximation Algorithm 

The Final Design 

Choosing the Training Experience 

 

• The first design choice we face is to choose the type of training experience from which our 

system will learn.  

• The type of training experience available can have a significant impact on success or 

failure of the learner 

• One key attribute is whether the training experience provides direct or indirect feedback 

regarding the choices made by the performance system. 

• For example, in learning to play checkers, the system might learn from direct training 

examples consisting of individual checkers board states and the correct move for each.  

• Alternatively, it might have available only indirect information consisting of the move 

sequences and final outcomes of various games played. 

• A second important attribute of the training experience is the degree to which the learner 

controls the sequence of training examples.  

• For example, the learner might rely on the teacher to select informative board states and to 

provide the correct move for each. 

 

Choosing the Target Function 



 

 
 

Choosing a Representation for the Target Function 

 

 
 

Choosing a Function Approximation Algorithm 

 



 

 

 
The Final Design 

 

 



 

 
• Performance System is the module that must solve the given performance task, in this case 

playing checkers, by using the learned target function(s).  

• It takes an instance of a new problem (new game) as input and produces a trace of its solution 

(game history) as output. 

• The Critic takes as input the history or trace of the game and produces as output a set of training 

examples of the target function 

• The Generalizer takes as input the training examples and produces an output hypothesis that is its 

estimate of the target function.  

• Experiment Generator takes as input the current hypothesis (currently learned function) and 

outputs a new problem (i.e., initial board state) for the Performance System to explore.  

• Its role is to pick new practice problems that will maximize the learning rate of the overall system. 

 

Q 3) Apply ID3 algorithm for constructing Decision Tree for the following training example 

 

 

Outlook Temperature Humidity Wind PlayTennis 

sunny hot high weak no 

sunny hot high strong no 

overcast hot high weak yes 

rain mild high weak yes 

rain cool normal weak yes 

rain cool normal strong no 

overcast cool normal strong yes 

sunny mild high weak no 

sunny cool normal weak yes 

rain mild normal weak yes 

sunny mild normal strong yes 

overcast mild high strong yes 

overcast hot normal weak yes 

rain mild high strong no 
 

  

 Solution: 



 

  
 

  
 



 

  
 

 
 

Q 4 a) Explain different types of Machine Learning and Main Challenges of Machine Learning      

[Types 3 M Challenges 2 M] 

 

• There are so many different types of Machine Learning systems that it is useful to classify them in 

broad categories based on: 



 

• Whether or not they are trained with human supervision (supervised, unsupervised, semi-

supervised, and Reinforcement Learning) 

• Whether or not they can learn incrementally on the fly (online versus batch learning) 

• Whether they work by simply comparing new data points to known data points, or instead detect 

patterns in the training data and build a predictive model, much like scientists do (instance-based 

versus model-based learning) 

• In supervised learning, the training data you feed to the algorithm includes the desired solutions, 

called labels 

• In unsupervised learning, as you might guess, the training data is unlabeled.  

• The system tries to learn without a teacher. 

• Some algorithms can deal with partially labeled training data, usually a lot of unlabeled data and a 

little bit of labeled data. This is called semisupervised learning 

• Reinforcement Learning: The learning system, called an agent in this context, can observe the 

environment, select and perform actions, and get rewards in return (or penalties in the form of 

negative rewards 

• It must then learn by itself what is the best strategy, called a policy, to get the most reward over 

time.  

• A policy defines what action the agent should choose when it is in a given situation. 

• Main Challenges of ML 

• Insufficient Quantity of Training Data 

• Nonrepresentative Training Data 

• Poor-Quality Data 

• Irrelevant Features 

• Overfitting the Training Data 

• Underfitting the Training Data 

• Testing and Validating 

 

Q 4 b) Explain the concept of Entropy and Information Gain 

Solution  

In order to define information gain precisely, we begin by defining a measure commonly used in 

information theory, called entropy, that characterizes the (im)purity of an arbitrary collection of 

examples.  

Given a collection S, containing positive and negative examples of some target concept, the 

entropy of S relative to this boolean classification is 

 

 
where p, is the proportion of positive examples in S and p, is the proportion of negative examples 

in S. In all calculations involving entropy we define 0 log 0 to be 0. 

To illustrate, suppose S is a collection of 14 examples of some Boolean concept, including 9 

positive and 5 negative examples (we adopt the notation [9+, 5-] to summarize such a sample of 

data). Then the entropy of S relative to this boolean classification is 

 
Given entropy as a measure of the impurity in a collection of training examples, we can now 

define a measure of the effectiveness of an attribute in classifying the training data. The measure 

we will use, called information gain, is simply the expected reduction in entropy caused by 

partitioning the examples according to this attribute. More precisely, the information gain, 

Gain(S, A) of an attribute A, relative to a collection of examples S, is defined as 



 

 
where Values(A) is the set of all possible values for attribute A, and S, is the subset of S for which 

attribute A has value v (i.e., S, = {s E SIA(s) = v)) 

 

Q 5) Define Following Terms: 

a) Concept Learning 

b) Version Space 

c) Consistent Hypothesis 

d) General Boundary 

e) Specific Boundary 

Concept Learning:  

  
 

Version Space: 

 

A hypothesis h is consistent with a set of training examples D of target concept c if and only if 

h(x)=c(x) for each training example in D. 

)()( )    )(,(),( xcxhDxcxDhConsistent =
 

 

The version space, VSH,D, with respect to hypothesis space H and training examples D, is the 

subset of hypotheses from H consistent with all training examples in D. 

)},( |   {, DhConsistentHhVS DH 
 

Example Version Space 



 

G: { <?,?,Round,?,?>  <?,Triangle,?,?,?> } 

 

 

<?,?,Round,?,Yes> <?,Triangle,Round,?,?>  <?,Triangle,?,?,Yes> 

 

 

S; { <?,Triangle,Round,?,Yes> } 

 

 

Representing Version Spaces 

The General boundary, G, of version space VSH,D is the set of its maximally general 

members. 

The Specific boundary, S, of version space VSH,D is the set of its maximally specific 

members. 

 

Consistent Hypothesis: 

We need to take the combination of sets in ‘G’ and check that with ‘S’. When the 

combined set fields are matched with fields in ‘S’, then only that is included in the version 

space as consistent hypothesis 

 

General Boundary: 

The General boundary, G, of version space VSH,D is the set of its maximally general 

members. 

Every member of the version space lies between General and Specific boundaries 
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Specific Boundary: 

 

The Specific boundary, S, of version space VSH,D is the set of its maximally specific 

members. 

 

Q 6) Explain Candidate Elimination Algorithm with Example 

 

G = maximally general hypotheses in H 

S = maximally specific hypotheses in H 

For each training example d, do 

 If d is a positive example 

  Remove from G any hypothesis that does not include d 

  For each hypothesis s in S that does not include d 

   Remove s from S 

   Add to S all minimal generalizations h of s such that 

    1. h includes d, and 

    2. Some member of G is more general than h 

   Remove from S any hypothesis that is more general 

       than another hypothesis in S 

 If d is a negative example 

  Remove from S any hypothesis that does include d 

  For each hypothesis g in G that does include d 

   Remove g from G 

   Add to G all minimal generalizations h of g such that 

    1. h does not include d, and 



 

    

 

 

    2. Some member of S is more specific than h 

   Remove from G any hypothesis that is less general 

       than another hypothesis in G 

If G or S ever becomes empty, data not consistent (with H) 

 

 

 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


