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Date: 08/07/2024 Duration: 90 mins Max Marks: 50 Sem / Sec: VI OBE 

Answer any FIVE FULL Questions MARKS CO RBT 

1 Solve to find the probability of test sentence S2 in the following training set 

S1: The Arabian Knights 

S2: These are the fairy tales of the east 

S3: The stories of the Arabian knights are translated in many languages 

 

Bi-gram model: 

 

P(the/<s>)=0.67          P(Arabian/the)=0.4              P(knights/Arabian)=1.0 

 

P(are/these)=1.0     P(the/are)=0.5              P(fairy/the)=0.2     P(tales/fairy)=1.0    

P(of/tales)=1.0              P(the/of)=1.0  P(east/the)=0.2      

 

 P(stories/the)=0.2         P(of/stories)=1.0     P(are/knights)=1.0  

 P(translated/are)=0.5    P(in/translated)=1.0         P(many/in)=1.0         

P(languages/many)=1.0 

 

Test sentence(s): These are the fairy tales of the east 

 

P(The/<s>) x P(Arabian/the) x P(Knights/Arabian) x P(are/knights) x P(the/are) x  

P(fairy/the) x P(tales/fairy) x P(of/tales) x P(the/of) x P(east/the) 

 = 0.67 x 0.4 x 1.0 x 1.0 x 0.5 x 0.2 x 1.0 x 1.0 x 1.0 x 0.2 

 =0.0067  

 

[10] CO1 L3 

2  What are the advantages and disadvantages of top-down and bottom-up parsing and give top-dowm and bottom-

up search space for the sentence, ‘paint the door’, by applying the following grammar -  

S -> NP VP                                                     VP -> Verb NP                        Verb -> sleeps | paint | open | sings 

S -> VP                                                           VP -> Verb                               Preposition -> from | with | on | to 

NP -> Det Nominal                                         PP -> Preposition NP               Pronoun -> She | he | they 

NP -> Noun                                                     Det -> this | that | a | the           Nominal -> Noun Nominal 

NP -> Det Noun PP                                        Nominal -> Noun    

 

– Left recursion, which causes search to get stuck in an infinite loop. 
– Structural Ambiguity, occurs when a word has more than one part-of-speech associated 

with it. 
– Attachment ambiguity, if a constituent fits more than one position in a parse tree. 
– Coordination ambiguity, occurs when it is not clear which phrases are being combined with 

a conjunction like and. 
– Local ambiguity, occurs when certain parts of a sentence are ambiguous. 
– Another problem with basic top-down strategy is that of repeated parsing. 

 

 

 

 

 

[2+2+3+3] CO2 L3 



 

 

 

 



 

 
 

 

 

 

                                           

3 Design CYK algorithm. Tabulate the sequence of states created by CYK algorithm while parsing the sentence, “A 

pilot like flying planes”. Consider the following simplified grammar in CNF 

S -> NP VP                                                     NN -> Pilot                     VBG -> flying 

NP -> DT NN                                                 NNS -> plane                   JJ -> flying 

NP -> JJ NNS                                                 VP -> VBG NNS             Det -> a 

VP -> VBZ NP                                               VBZ -> likes 

 

 

 

[5+5] CO2 L3 



 

 
 

 

 
 

 

 

 

 

 

4 With a neat diagram, explain the architecture used in the task of learning to annotate cases with knowledge roles. [10] CO3 L2 



 

 
 

 

 

 

 

5 Explain Dependency Path Kernel for relation extraction. 

 

The pattern examples show the two entity mentions, together with the set of words that are relevant for their 

relationship. A closer analysis of these examples reveals that all relevant words form a shortest path between the 

two entities in a graph structure where edges correspond to relations between a word (head) and its dependents. 

For example, Figure 3.4 shows the full dependency graphs for two sentences from the ACE (Automated Content 

Extraction) newspaper corpus, in which words are represented as nodes and word-word dependencies are 

represented as directed edges. A subset of these word-word dependencies captures the predicate-argument 

relations present in the sentence. Arguments are connected to their target predicates either directly through an arc 

pointing to the predicate (‘troops → raided’), or indirectly through a preposition or infinitive particle (‘warning 

← to ← stop’). Other types of word-word dependencies account for modifier-head relationships present in 

adjective-noun compounds (‘several → stations’), noun-noun compounds (‘pumping → stations’), or adverb-verb 

constructions (‘recently → raided’). Word-word dependencies are typically categorized in two classes as follows: 

 • [Local Dependencies] These correspond to local predicate-argument (or head modifier) constructions such as 

‘troops → raided’, or ‘pumping → stations’ in Figure 3.4. 

 • [Non-local Dependencies] Long-distance dependencies arise due to various linguistic constructions such as 

coordination, extraction, raising and control. In Figure 3.4, among non-local dependencies are ‘troops → warning’, 

or ‘ministers → preaching’.  

A Context Free Grammar (CFG) parser can be used to extract local dependencies, which for each sentence form 

a dependency tree. Mildly context sensitive formalisms such as Combinatory Categorial Grammar (CCG) model 

word-word dependencies more directly and can be used to extract both local and long-distance dependencies, 

giving rise to a directed acyclic graph, 

 
 

 

 

 

[10] CO3 L2 

6  Explain Functional overview of InFact system.  [10] CO3 L2 



 

 

 
 

 


