
 

 

 



 

 

 



Q1a) Solution: 

 

 

Hilbert Transform has the following 3 properties : 

 



 

 



 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

Q1b) Solution : 



 



 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Q1c) Solution : 

 



 

 

 

 

 

 

 

 

Q2a) Solution : 



 



 



 

 

 

 

 

 

Q2b) Solution : 



 



 



 



 



 



 

 

 

 



Q3a) Solution : 

 

 



 

 



 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

Q3b) Solution: 



 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Q3c) Solution :  

DPSK= Data XOR (DPSK-1) 

Data  1 1 0 1 1 0 1 1 

DPSK 1 0 1 1 0 1 1 0 1 

 Start 
Bit 

        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Q4a) Solution : 



 

 



 

 



 

 



 

 



 

 

 

 



 

 



 

 



 

 

 

 

 

 

 

 

 

 

 



Q4b) Solution : 

 



 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Q4c) Solution : 

Rb=10^3 bps 

No/2=10^-10 Watt/Hz  

Pe= 10^-5 

For DPSK, 

Pe=(1/2) *e^(-Eb/No) 

(10^-5) =  (1/2) * e^(-Eb/No) 

e^(-Eb/No)= 2*(10^-5) 

 

Taking ln on both LHS and RHS, 

ln[e^(-Eb/No)]= ln[ 2*(10^-5)] 

-Eb/No= ln(2) + ln(10^-5) 

-Eb/No= -10.8197 

Eb= No*10.8197= 2*(10^-10) * 10.8197 = 21.6395 * (10^-10) Joule 

Carrier Power= (Eb/Tb)= Eb*Rb= 21.6395 * (10^-10) * (10^3) =  21.6395*(10^-7) Watt. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Q5a) Solution : 



Suppose that a probabilistic experiment involves observation of the output emitted by a 

discrete source during every signaling interval.  

The source output is modeled as a stochastic process, a sample of which is denoted by the 

discrete random variable S.  

This random variable takes on symbols from the fixed finite alphabet, 

 

We assume that the symbols emitted by the source during successive signaling intervals are 

statistically independent.  

Given such a scenario, can we find a measure of how much information is produced by such 

a source?  

To answer this question, we recognize that the idea of information is closely related to that of 

uncertainty or surprise, as described next. 

Consider the event S = sk, describing the emission of symbol sk by the source with 

probability pk, as defined in (5.2).  

Clearly, if the probability pk = 1 and pi = 0 for all , then there is no “surprise” and, therefore, 

no “information” when symbol sk is emitted, because we know what the message from the 

source must be.  

If, on the other hand, the source symbols occur with different probabilities and the probability 

pk is low, then there is more surprise and, therefore, information when symbol sk is emitted 

by the source than when another symbol si, , with higher probability is emitted.  

Thus, the words uncertainty, surprise, and information are all related. 

Before the event S = sk occurs, there is an amount of uncertainty.  

When the event S = sk occurs, there is an amount of surprise.  



After the occurrence of the event S = sk, there is gain in the amount of information, the 

essence of which may be viewed as the resolution of uncertainty.  

Most importantly, the amount of information is related to the inverse of the probability of 

occurrence of the event S = sk.  

We define the amount of information gained after observing the event S = sk, which occurs 

with probability pk, as the logarithmic function 

 



 

Note that the information I(sk) is positive, because the logarithm of a number less than one, 

such as a probability, is negative.  

Note also that if pk is zero, then the self-information Isk assumes an unbounded value.  

The amount of information I(sk) produced by the source during an arbitrary signaling interval 

depends on the symbol sk emitted by the source at the time.  

The self-information I(sk) is a discrete random variable that takes on the values I(s0), I(s1), 

… , I(sK–1) with probabilities p0, p1, … , pK–1 respectively. The expectation of I(sk) over all 

the probable values taken by the random variable S is given by 



 

The quantity H(S) is called the entropy, formally defined as follows: The entropy of a discrete 

random variable, representing the output of a source of information, is a measure of the 

average information content per source symbol. 

Note that the entropy H(S) is independent of the alphabet 𝒮; it depends only on the 

probabilities of the symbols in the alphabet 𝒮 of the source. 

Properties of Entropy – Building on the definition of entropy given in (5.9), we find that 

entropy of the discrete random variable S is bounded as follows: 

 

 

 

 

 

 

 

 

Q5b) Solution : 



 

 

 

Q5c) Solution : 



An "instantaneous code" (also called a prefix code) is a type of code where each codeword 

can be uniquely decoded as soon as it is received, meaning you don't need to wait for the 

entire sequence to be received before identifying a codeword; the key property is that no 

codeword is a prefix of another codeword in the set, 

Key properties of an instantaneous code: 

Prefix-free: 

The most important property is that no codeword can be the beginning (prefix) of another 

codeword. 

Unique Decoding: 

Due to the prefix-free nature, each codeword can be uniquely identified as soon as it is 

received, allowing for immediate decoding without ambiguity. 

Easy Implementation: 

Instantaneous codes are easy to decode using a simple "tree-like" structure where each 

branch represents a bit in the codeword. 

Application in Variable-length Coding: 

Instantaneous codes are particularly useful in situations where codewords can have different 

lengths, like in data compression algorithms like Huffman coding. 

Example: 

Consider the code: 0, 10, and 11. 

This is an instantaneous code because no codeword is a prefix of another. 

Why is it called "instantaneous"? 

The term "instantaneous" reflects the fact that you can decode a codeword as soon as you 

receive it, without needing to wait for the entire sequence of bits to be received. 

 

 

 



Question-6(a)  

Derive expression for Mutual Information and summarize its properties. 

 



 



 



 



 



Question-6(b)  

Derive expression for channel capacity of binary symmetric channel. 

 



 

 



 

 

Question-7(a) 

Advantages and disadvantages of error control control 

Error control coding (ECC) is a technique used in digital communication and data storage to 

detect and correct errors. It improves reliability but comes with trade-offs. Here are its 

advantages and disadvantages: 

Advantages: 

1. Improved Data Integrity – ECC helps detect and correct errors, ensuring accurate data 

transmission and storage. 

2. Reliable Communication – It enhances communication over noisy channels (e.g., 

wireless networks, deep space communication). 

3. Efficient Storage Systems – Used in RAM, SSDs, and other storage devices to protect 

against data corruption. 

4. Extended Transmission Distance – Enables data transmission over long distances 

without significant loss (e.g., satellite and fiber-optic communication). 

5. Reduces Retransmissions – Error correction reduces the need for retransmission, 

improving system efficiency. 



Disadvantages: 

1. Increased Redundancy – ECC requires extra bits for error detection and correction, 

increasing data size. 

2. Higher Processing Overhead – Encoding and decoding require additional computation, 

slowing down processing speed. 

3. More Complex Hardware – Implementing ECC requires sophisticated circuits, 

increasing system cost and design complexity. 

4. Limited Error Correction Capability – Some codes can only correct a limited number 

of errors, making them ineffective against severe noise. 

5. Energy Consumption – Extra processing and memory usage increase power 

consumption, which is critical in battery-powered devices. 

Question-7(b)  

Given: 

 C is a valid codeword of a linear block code. 

 H is the parity-check matrix of the code. 

Parity-Check Matrix Property: 

The parity-check matrix HHH of a code is an (n−k)×n(n-k) \times n(n−k)×n matrix that 

defines the set of valid codewords. A codeword CCC belongs to the code if and only if it 

satisfies the fundamental equation: 

C H^T = 0 

where: 

o C is a row vector of length n 

o H is an (n−k)×n(n-k) \times n(n−k)×n matrix, 

o H^T is the transpose of H, making it an n×(n−k)n \times (n-k)n×(n−k) matrix, 

o The product C H^T results in a zero vector of length (n−k)(n-k)(n−k). 

2. Explanation of C H^T = 0: 

o The rows of H define a set of linear constraints that all valid codewords must 

satisfy. 

o Since the code is linear, any valid codeword is formed as a linear combination of 

the generator matrix rows. 



o By construction, all codewords are orthogonal to the rows of H, meaning their dot 

product results in zero. 

3. Conclusion: 

Since C satisfies the parity-check equation, the syndrome SSS computed as: 

                                    S = C H^T 

results in a zero vector. This confirms that C is a valid codeword. 

Thus, we have proved that for any valid code vector C, the equation C H^T =0 holds. 

 

 

 

 



Question-7(c) Design an encoder for the (7, 4) binary cyclic code generated by : g(x)= 1+x^2 + 

x^3 for the message vector 1001. 

Understand the (7,4) Cyclic Code 

(7,4) code means 4-bit message vectors are encoded into 7-bit codewords. The generator 

polynomial g divides the message polynomial multiplied by x^r, where r=7−4=3 

Now let us Represent the Message as a Polynomial 

The given message vector is 1001, which we interpret as a polynomial: 

m(x) = x^3 + 1 

Multiply by x^r 

Shift the message polynomial left by r=3: 

x^3 m(x) = x^6 + x^3 

Perform Modulo Division by g(x) 

Let us find the remainder when x^6 + x^3 is divided by g(x): 

(x^6 + x^3) \div (1 + x^2 + x^3) 

Using polynomial long division: 

1. Dividex^6 by x^3, quotient is x^3. 

2. Multiply:x^3(1 + x^2 + x^3) = x^3 + x^5 + x^6. 

3. Subtract: (x^6 + x^3) - (x^6 + x^5 + x^3) = x^5. 

4. Divide x^5 by x^3, quotient is x^2. 

5. Multiply: x^2(1 + x^2 + x^3) = x^2 + x^4 + x^5. 

6. Subtract: x^5 - (x^5 + x^4 + x^2) = x^4 + x^2. 

7. Divide x^4 by x^3, quotient is x. 

8. Multiply: x(1 + x^2 + x^3) = x + x^3 + x^4. 

9. Subtract: (x^4 + x^2) - (x^4 + x^3 + x) = x^3 + x^2 + x. 

The remainder is: 

x^3 + x^2 + x 

Construct the Codeword 

The codeword is formed by appending the remainder to x^3 m(x): 



c(x) = x^6 + x^3 + x^3 + x^2 + x 

Simplifying: 

c(x)=x6+x2+xc(x) = x^6 + x^2 + xc(x)=x6+x2+x 

let’s Convert to Codeword Vector 

The coefficient representation in 7-bit binary format is: 

0100011 

Final Answer: 

The encoded (7,4) cyclic codeword for message 1001 is 0100011. 

Question-8(b) 

 



 

 



 

S=110. So we will see H^T and try to match this value in the r given. 

So as per us it’s first position . so we will flip the 1st  bit. So correct r is 0100010. 

Question-8(a) 

Describe the block diagram of generator and parity check matrix with equation. Also write 

syndrome equation and list its properties. 



 



 

 



 

 



 

 



 

Question-9(b)  

Describe the recursive convolutional code encoder with an example. 

Recursive Convolutional Code Encoder 

A Recursive Convolutional Code (RCC) Encoder is a type of convolutional encoder that 

includes feedback in its structure. Unlike a non-recursive convolutional encoder, where the input 

directly affects the output, in an RCC, the output depends not only on the current input but also 

on past outputs due to the feedback loop. 

The recursive systematic convolutional (RSC) encoder is obtained from the nonrecursive 

nonsystematic (conventional) convolutional encoder by feeding back one of its encoded outputs 

to its input. Below Figure shows a conventional convolutional encoder. 



 

The conventional convolutional encoder is represented by the generator sequences g1 =[111] and 

g2 =[101] and can be equivalently represented in a more compact form as G=[g1, g2]. The RSC 

encoder of this conventional convolutional encoder is represented as G=[1, g2 / g1] where the 

first output (represented by g1) is fed back to the input. In the above representation, 1 denotes the 

systematic output, g2 denotes the feedforward output, and g1 is the feedback to the input of the 

RSC encoder. 

 

Question-9(a) 

To compute the output sequence of a convolutional encoder with parameters (2,1,3)(2,1,3)(2,1,3) 

using the transform domain approach, follow these steps: 
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