50, will be treated as malpractice.

aining blank pages.

2. Any revealing of identification, appeal to evaluator and /or equations written eg, 4248

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the rem
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Semester B.E. Degree Examiil:iﬁen, Dec.2024/Jan.2025
Natural Language Processing

Time: 3 hrs. : :::; Max Marks: 100

Note: Answer any FIVE full questwns, choosmg ONE full questmn from each module.

4 Module-l
Define NLP. List and explain apphcatwns of NLP with jllStlﬁC&thIl and example. (10 Marks)
Explain transformational grammar with example. Y (10 Marks)

Briefly explam varlous levels of processmg thh example and types of knowledge it
involves. (10 Marks)
Write the C-structure and F-structure for: the followmg sentence and the CFG roles given
below:

“She'saw stars”

S >'NPVP

VP W {NP} {NP} PP* {S’ }

PP —» P NP

NP — Det N{PP} o - 7y

S’ — Comp S ~ 2 74 \ (10 Marks)

Module 2
What is a Finite State Transducer (FST)2 Expiam FST-based morphologmal parser with an
example. (10 Marks)
Briefly explam Rule—based stochastlc and Hybnd taggers with example (10 Marks)
Explam Leventhein mmlrnum echt distance algonthm usmg distance equation in tumour and
tutor as an example. » ) e (10 Marks)
Explain Earley parsing algonthrn in detail. . (05 Marks)
. "How this parsing algonthm used to word parse “CSE students like Pizza”. (05 Marks)
Module—3
Explain dependency path kernel for relation extraction. (10 Marks)
With a neat diagram describe the architecture used in the task of learning to annotate cases
with knowledge toles. & (10 Marks)
- OR

Explain the steps used ‘in active learning strategy for acquiring labels from a human
annotator compared with NLP (10 Marks)
With a neat d1agra.m explain the Infact framework functional overview taking appropriate
example. g (10 Marks)
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Module-4 N
Explain in detail high level representation approach m text mining. Show the steps involved
in it. L (10 Marks)
Write a short note with example on : N 7
(1) Word matching feedback systems ® ¢
(11) Latent Semantic Analysis feedback systems e (10 Marks)
OR
Briefly describe the evolutionary. mociel for knowledge dlscovery from texts with a neat
diagram. : o~ Ny (10 Marks)
Write a note on various approaches to anaiyzmg texts. \ (10 Marks)
Module-5 e
Explain any two classwal mformatlon retrieval models m detail. (10 Marks)
Write a short notc on:
(1) Wordnet (11) meenet CMR” L'BRARY (10 Marks)
BN GALORE 560 037
OR

Explain Cluster model and Fuzzy a}tematlve IR models in detail. (10 Marks)
Write short note on :
(1) lef’s law
(i1) tFidfterm weightage (10 Marks)
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