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1  Make use of entropy and information gain to discover the root node for the 

Decision tree for the following dataset using ID3 algorithm. 

S.
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Communication 

Skills 

Job 

Offer 

1 ≥9 Yes Very good Good Yes 

2 ≥8 No Good Moderate Yes 

3 ≥9 No Average Poor No 

4 <8 No Average Good No 

5 ≥8 Yes Good Moderate Yes 

6 ≥9 Yes Good Moderate Yes 

7 <8 Yes Good Poor No 

8 ≥9 No Very good Good Yes 

9 ≥8 Yes Good Good Yes 

10 ≥8 Yes Average Good Yes 
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2 a Explain decision tree learning with its structure, advantages, and disadvantages. 

 

Structure explanation- 1M 
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Advantages- 2M 

 
Disadvantages- 2M  

 

 
 

2 b  Explain pruning in decision tree with an example.  

Explanation – 5M  

 

Inductive Bias in Decision Trees: 

● Inductive bias is necessary for learning algorithms to generalize from training 

data to unseen data. 

● In the ID3 algorithm, the bias favors shorter trees and attributes with high 

information gain. 

● ID3 builds a single decision tree using a hill-climbing search that may not find 

the global optimum. 

● Occam's Razor is used: the simplest tree (shortest) is preferred. 

Overfitting in Decision Trees: 

● Overfitting occurs when a tree performs well on training data but poorly on 

test data. 

● This happens due to the tree being too complex, capturing noise rather than 

patterns. 

● There is a tradeoff between accuracy and complexity. 

Pruning to Prevent Overfitting: 

● Pruning improves decision tree generalization. 

● Pre-pruning: Stops tree growth early. 

● Post-pruning: Trims the tree after it is fully built. 

● Data is split into training (40%), validation, and testing (60%). 

● Validation data helps determine where pruning should occur by measuring 

misclassifications 
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3  Define prior probability. Explain Bayes theorem, hML and hMAP with an example 

 

Prior Probability – 2M 

Prior probability is the initial likelihood of an event occurring before any new 

evidence or observation is taken into account. It reflects what is believed based on 

existing knowledge, prior to collecting new data. 

 

Bayes Theorem- 3M  

 
 

hML and hMAP -3M 

 
 

Example- 2M 
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4a Explain different types of artificial neural network with diagram 

Explanation with diagram any 3  

 Feed Forward Neural Network 

● Structure: Simple layers where information flows in one direction—from 

input to output. 

● Features: May or may not have a hidden layer. No backpropagation. 

● Use: Suitable for simple classification and image processing tasks. 

● Limitations: Not suitable for complex learning problems. 

 
 Fully Connected Neural Network 

● Structure: Every neuron in one layer is connected to every neuron in the 

next layer. 

● Use: Allows for more complex representations and learning due to full 

connectivity. 

● Note: It's a more specific structure within feedforward networks. 

 
Multi-Layer Perceptron (MLP) 

● Structure: Multiple layers (input, hidden, and output). Fully connected. 

● Features: Includes forward propagation and backpropagation. 

● Use: Complex tasks like deep learning, speech recognition, medical 
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diagnosis. 

● Note: Learning occurs through weight adjustment using errors from 

predictions. 

 
Feedback Neural Network 

● Structure: Connections allow signals to flow both forward and backward. 

● Features: Neurons in later layers can influence earlier layers. 

● Use: Suitable for dynamic learning tasks. More complex due to feedback 

loops. 

 

 
4b Define activation function. Explain different types of activation function 5 CO4 L2 



Any 3 Activation Function  

 
 

5a Calculate the Euclidean, Manhattan and chebyshev distance  

(a) (2, 3, 4) and (1, 5, 6) --------2.5M 

(b) (2, 2, 9) and (7, 8, 9)---------2.5M 

Solution:  
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5b For the given pairs of binary vectors, compute the following similarity measures: 

Cosine Similarity & Simple Matching Coefficient (SMC) 

(a) (1, 0, 1, 1) and (1, 1, 0, 0)-------2M 

(b) (1, 0, 0, 0, 1) and (1, 0, 0, 0, 1) and (1, 1, 0, 0, 0)----------3M 

 

 
 

 

(b) Vectors: 

1. (1, 0, 0, 0, 1) and (1, 0, 0, 0, 1) 

2. (1, 0, 0, 0, 1) and (1, 1, 0, 0, 0) 

Pair 1: (1, 0, 0, 0, 1) and (1, 0, 0, 0, 1) 

Cosine Similarity: 

● Vectors are identical ⇒ cosine similarity = 1.0 

SMC: 
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= 0.408 



 

 

 
6   Apply k means clustering algorithm for the given data with initial value of 

objects 2 and 5 considered as initial seeds. 

Solution – 10M 
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