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1 a [7] C03

b
Explain the Types of Regression MethodsRegression methods are statistical techniques used to model and predictrelationships between variables. ( 1 Mark) [3] C03



Simple Linear Regression: Predicts a single dependent variable based on one
independent variable. ( 1 Mark)

Polynomial Regression: Models non-linear relationships by adding polynomial
terms to the independent variables. ( 1 Mark)

2

Explain the Structure, Types, Advantages and Disadvantages of ANN. List the
Activations Used in ANN.A neural network is structured as interconnected layers of artificial neurons, withinput, hidden, and output layers. These layers are connected by weights and biases,which determine the strength and influence of connections between neurons. (2Marks) Diagram ( 1 Mark)
Types include feedforward : where information flows in one direction from input tooutput., recurrent : Designed for sequential data, such as time series or naturallanguage, and convolutional neural networks : Specialized for image processing andpattern recognition.Use convolutional layers to learn hierarchical features frominput data.( 3 Marks)
Advantages : Artificial Neural Networks offer numerous advantages, including theirability to learn complex relationships from data, process information in parallel, andhandle noisy or incomplete data. They can also automatically extract features, adapt
to new information, and generalize well to unseen data. (1 Mark)
DisAdvantages : including difficulty in interpretability (the "black box" nature), highcomputational costs, potential for overfitting, and the need for large amounts ofdata ( 1 Mark)
Activations Function :

● Linear activation.
● Sigmoid activation.
● Tanh (hyperbolic tangent) activation.
● ReLU (rectified linear unit) activation.
● Softmax activation. ( 2 Marks)

[8+2] C04

3

Consider the Training Dataset and Construct Decision Tree using ID3.

[10] C03



4 a

Explain about Proximity MeasuresProximity measures, also known as similarity or dissimilarity measures, quantifyhow alike or different data points areEuclidean Distance:

Manhattan Distance: d = |x_1 - x_2| + |y_1 - y_2| )
Jaccard Index: J = d / b+c+d
Hamming Distance:D(x, y) = ∑ (xᵢ ≠ yᵢ)

[5] C05



Minkowski Distance: D(x, y) = (∑|xi - yi|^p)^(1/p)
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