
 



 

 



Question 1: Describe the vision introduced by cloud computing. 

Answer: 

The vision introduced by cloud computing is to provide on-demand access to shared computing resources—such 

as servers, storage, applications, and services—over the internet with minimal management effort or service 

provider interaction. It aims to make computing as easy, scalable, and accessible as utilities like electricity or 

water. 

Key aspects of this vision include: 

1. Resource Availability Anytime, Anywhere: 

Users can access data and applications from anywhere in the world using any internet-connected device. 

2. Scalability and Flexibility: 

Cloud services can scale up or down based on user demand, making it highly flexible and cost-efficient. 

3. Cost-Efficiency: 

Instead of investing in expensive hardware and infrastructure, users pay only for the resources they use 

(pay-as-you-go model). 

4. Rapid Deployment and Innovation: 

Developers and organizations can quickly deploy applications and services, fostering faster innovation. 

5. Maintenance-Free Infrastructure: 

Cloud providers handle maintenance, updates, and security, reducing the burden on users and businesses. 

6. Collaboration and Integration: 

Enables seamless collaboration through shared resources and integration with other tools and services. 

 

Question 1 (b): Provide brief characteristics of distributed system with examples. 

Answer: 

A Distributed System is a collection of independent computers that appear to the users as a single coherent 

system. These computers communicate and coordinate with each other via a network to achieve a common goal. 

Characteristics of Distributed Systems: 

1. Resource Sharing: 

Multiple computers share hardware (e.g., printers), software (e.g., applications), and data files. 

Example: Cloud storage services like Google Drive. 

2. Concurrency: 

Multiple processes run simultaneously on different machines, improving performance. 

Example: Online multiplayer gaming servers. 

3. Scalability: 

Systems can be easily expanded by adding more nodes (machines). 

Example: Netflix expanding its server capacity to handle more users. 

4. Fault Tolerance: 

The system continues to function even if one or more components fail. 

Example: Distributed databases like Apache Cassandra. 

5. Transparency: 

Users experience the system as a single unit, unaware of its distributed nature. 

Types include: 

o Access transparency 



o Location transparency 

o Replication transparency 

o Example: A user accessing Facebook doesn’t know where the servers are or how many are serving 

the data. 

6. Openness: 

Uses standard protocols and interfaces for communication and integration. 

Example: Web services using HTTP and REST APIs. 

7. Security: 

Ensures secure communication and data protection across different systems. 

Example: Banking systems with encrypted transactions between servers. 

 

Examples of Distributed Systems: 

• World Wide Web (WWW) 

• Google Search Engine 

• Amazon Web Services (AWS) 

• Distributed File Systems (e.g., Hadoop HDFS) 

• Blockchain Networks 

 

Question 1 (c): What is the major revolution introduced by Web 2.0? 

Answer: 

The major revolution introduced by Web 2.0 is the transformation of the internet from a static, read-only 

platform (Web 1.0) into a dynamic, interactive, and user-driven platform. 

Key Features of the Web 2.0 Revolution: 

1. User-Generated Content: 

Users are no longer just consumers of content—they can create, share, and interact with content. 

Examples: Blogs, YouTube videos, social media posts. 

2. Social Media and Collaboration: 

Platforms like Facebook, Twitter, Instagram, and LinkedIn allow users to interact, collaborate, and build 

communities. 

3. Rich User Experience: 

Interactive web applications use technologies like AJAX, HTML5, and JavaScript to provide dynamic 

content without refreshing pages. 

Example: Google Maps, Gmail. 

4. Participation and Sharing: 

Emphasis on sharing content, opinions, and feedback. Users participate through comments, likes, reviews, 

etc. 

Example: Wikipedia, Reddit. 

5. Tagging and Folksonomy: 

Content is organized by users using tags, making it easier to find and categorize information. 

Example: Hashtags on Twitter or Instagram. 



6. Web as a Platform: 

Applications run entirely on the web without needing to install software locally. 

Example: Google Docs, Trello. 

 

 

Question 2 (a): Describe the main characteristic of service orientation of cloud computing with examples. 

Answer: 

Service Orientation in cloud computing refers to the design and delivery of computing functionalities as modular 

services over the internet. These services are loosely coupled, reusable, and accessible on-demand, enabling 

flexibility, scalability, and cost-efficiency. 

Main Characteristics of Service Orientation: 

1. On-Demand Self-Service: 

Users can provision resources like storage, applications, and processing power automatically without 

human interaction. 

Example: Creating a virtual machine on Microsoft Azure. 

2. Modular Services (Service Models): 

Cloud services are delivered in different layers or models: 

o IaaS (Infrastructure as a Service): Raw computing resources. 

Example: Amazon EC2 (Elastic Compute Cloud) 

o PaaS (Platform as a Service): Platform for application development. 

Example: Google App Engine 

o SaaS (Software as a Service): Ready-to-use software. 

Example: Gmail, Salesforce 

3. Loose Coupling: 

Each service is independent and communicates through well-defined interfaces (usually APIs), making it 

easy to integrate and scale. 

4. Interoperability and Standardization: 

Services follow open standards and protocols, enabling them to work across different platforms and 

technologies. 

Example: REST APIs used by AWS, Azure, and Google Cloud. 

5. Reusability and Composability: 

Services can be reused in multiple applications or workflows, promoting efficient development. 

Example: A cloud-based authentication service used across multiple apps. 

6. Discoverability and Accessibility: 

Services can be easily found, accessed, and invoked via the internet from anywhere. 

Example: Accessing Dropbox to store or retrieve files using any device. 

 

 

 

 

 

 



Question 2 (b): What is the major distributed computing technology that led to cloud computing? 

Answer: 

The major distributed computing technology that led to the development of cloud computing is Virtualization. 

 

Key Explanation: 

Virtualization allows multiple virtual machines (VMs) to run on a single physical machine by abstracting the 

hardware and creating isolated environments for different users or applications. This made resource utilization 

more efficient and scalable. 

 

Other Supporting Distributed Computing Technologies: 

1. Grid Computing: 

Involves connecting many computers to work on a single problem, dividing tasks among them. 

Example: SETI@home project. 

2. Cluster Computing: 

Uses a group of linked computers working together as a single system. 

Example: High-performance computing clusters for scientific research. 

3. Service-Oriented Architecture (SOA): 

Promotes the use of loosely coupled services that can be reused and accessed over a network. 

4. Utility Computing: 

The concept of providing computing resources like utilities (electricity, water) where users pay based on 

usage. 

 

Question 2 (c): Briefly summarize the challenges still open in cloud computing. 

Answer: 

Despite its rapid growth and widespread adoption, cloud computing still faces several open challenges that need 

continuous research and improvement. 

 

Key Challenges in Cloud Computing: 

1. Security and Privacy: 

Protecting sensitive data from breaches, unauthorized access, and ensuring data confidentiality in shared 

environments is a major concern. 

Example: Ensuring end-to-end encryption and secure access controls. 

2. Downtime and Availability: 

Cloud services may face outages or disruptions, affecting business continuity. 

Example: Service outages in AWS or Azure can impact thousands of applications. 

3. Data Migration and Vendor Lock-in: 

Moving data between cloud providers or back to on-premises systems can be complex and costly. 

Example: Switching from AWS to Google Cloud may involve compatibility and cost issues. 

4. Compliance and Legal Issues: 

Different countries have different data protection laws (e.g., GDPR), making compliance challenging in 

global cloud environments. 



5. Performance and Latency: 

Applications that require real-time processing may suffer from delays due to network latency or remote 

data centers. 

6. Resource Management and Scalability: 

Efficient allocation of resources and maintaining consistent performance during high demand is a complex 

task. 

7. Cost Management: 

Unexpected costs can arise due to auto-scaling, data egress charges, or underutilized resources. 

8. Interoperability and Standardization: 

Lack of universal standards makes it difficult to integrate services across different cloud providers. 

 

 

Question 3 (a): What is Xen? Discuss its elements for virtualization. 

Answer: 

Xen is an open-source type-1 hypervisor (also called a bare-metal hypervisor) that enables multiple operating 

systems to run on the same physical hardware simultaneously. It is widely used in cloud computing and virtual 

server hosting due to its high performance and efficiency. 

 

Elements of Xen for Virtualization: 

1. Hypervisor (Xen Layer): 

The core software that manages virtual machines (called domains). It provides CPU scheduling, memory 

management, and device access. 

2. Domain 0 (Dom0): 

o The first virtual machine started by the Xen hypervisor. 

o Has privileged access to hardware. 

o Manages all other guest VMs (DomUs). 

o Runs a modified Linux OS with special drivers and tools. 

3. Domain U (DomU): 

o These are unprivileged guest virtual machines. 

o Cannot access hardware directly—must go through Dom0 for I/O operations. 

4. Paravirtualization (PV): 

o Guest OS is modified to work with the hypervisor for better performance. 

o Avoids full hardware emulation. 

5. Hardware-Assisted Virtualization (HVM): 

o Uses CPU features like Intel VT-x or AMD-V. 

o Allows unmodified guest OS (e.g., Windows) to run. 

 

Question 3 (b): Discuss the reference model of full virtualization. 



Answer: 

Full Virtualization is a type of virtualization in which the entire hardware architecture is emulated, allowing an 

unmodified guest operating system to run as if it were on real hardware. 

 

Reference Model of Full Virtualization: 

1. Hardware Layer: 

The physical system—CPU, RAM, storage, I/O devices. 

2. Hypervisor (Virtual Machine Monitor - VMM): 

o Sits between hardware and operating systems. 

o Controls hardware resources and creates virtual environments. 

o Ensures complete isolation between guest OSes. 

3. Guest OS (Virtual Machines): 

o Unmodified operating systems (e.g., Windows, Linux). 

o Operate independently and believe they are running on real hardware. 

4. User Applications: 

o Run on guest OS just like in a physical environment. 

 

Key Features: 

• Supports legacy OS without modification. 

• Provides strong isolation and security. 

• Example: VMware ESXi, Microsoft Hyper-V (with full virtualization capability). 

 

Question 3 (c): List and discuss different types of virtualization. 

Answer: 

Here are the main types of virtualization, each serving different purposes: 

 

1. Hardware Virtualization: 

o Abstracts physical hardware to run multiple OS instances. 

o Uses hypervisors. 

o Types: Full virtualization, paravirtualization, hardware-assisted virtualization. 

o Example: VMware, Xen, KVM. 

2. Operating System Virtualization: 

o Multiple isolated user-space instances (containers) run on a single OS kernel. 

o Lightweight and fast. 

o Example: Docker, LXC. 

3. Server Virtualization: 



o Divides a physical server into multiple virtual servers. 

o Improves server utilization and reduces cost. 

o Example: VMware vSphere, Microsoft Hyper-V. 

4. Storage Virtualization: 

o Combines multiple storage devices into a single virtual storage unit. 

o Simplifies management and increases performance. 

o Example: SAN (Storage Area Network), NAS. 

5. Network Virtualization: 

o Abstracts network resources such as switches and routers. 

o Enables programmable networks. 

o Example: SDN (Software-Defined Networking), VLAN. 

6. Desktop Virtualization: 

o Runs desktop environments on a server and delivers them remotely to users. 

o Centralized management and better security. 

o Example: Citrix XenDesktop, VMware Horizon. 

7. Application Virtualization: 

o Runs applications in isolated environments without installing them directly on the user's OS. 

o Example: Microsoft App-V, VMware ThinApp. 

 

 

Question 4 (a): How is cloud development different from traditional software development? 

Answer: 

Cloud development and traditional software development differ significantly in terms of infrastructure, 

deployment, scalability, cost model, and development practices. Here's a comparison of the two: 

 

  1. Infrastructure: 

• Traditional Development: 

Runs on local servers or on-premises hardware, requiring up-front hardware setup and maintenance. 

• Cloud Development: 

Uses cloud-based infrastructure (e.g., AWS, Azure, Google Cloud) which is provisioned on-demand and 

maintained by the cloud provider. 

 

  2. Deployment: 

• Traditional Development: 

Applications are installed on specific machines or environments manually. 



• Cloud Development: 

Applications are deployed through automated CI/CD pipelines and accessed via the web (SaaS, PaaS, 

IaaS). 

 

  3. Scalability: 

• Traditional: 

Limited scalability; adding capacity requires purchasing and installing new hardware. 

• Cloud: 

Highly scalable and elastic—resources scale automatically based on demand. 

 

  4. Cost Model: 

• Traditional: 

Requires capital expenditure (CapEx)—upfront cost for hardware, licenses, etc. 

• Cloud: 

Based on operational expenditure (OpEx)—pay-as-you-go pricing with no upfront investment. 

 

  5. Development Tools & Environment: 

• Traditional: 

Local development environments; harder to collaborate remotely. 

• Cloud: 

Uses web-based IDEs, version control, containerization (e.g., Docker), and microservices for faster, 

distributed development. 

 

  6. Availability and Reliability: 

• Traditional: 

Uptime depends on local infrastructure; disaster recovery is complex. 

• Cloud: 

Built-in redundancy, high availability zones, and automatic backup. 

 

  7. Collaboration: 

• Traditional: 

Collaboration is limited, mostly local or via private networks. 

• Cloud: 

Real-time collaboration is enabled via cloud-based platforms like GitHub, Bitbucket, or cloud IDEs. 

 

 

 

 

 



Question 4 (b): Discuss the architecture of Hyper-V. Discuss its use in cloud computing. 

 

   What is Hyper-V? 

Hyper-V is a Type-1 (bare-metal) hypervisor developed by Microsoft. It enables the virtualization of hardware so 

multiple virtual machines (VMs) can run concurrently on a single physical server. It is commonly used in 

enterprise data centers and cloud computing environments. 

 

        Architecture of Hyper-V: 

Hyper-V uses a microkernelized hypervisor architecture. The key components are: 

 

  1. Hypervisor Layer: 

• The core layer that interacts directly with the hardware. 

• Controls CPU scheduling, memory access, and I/O devices for all virtual machines. 

• Ensures isolation and resource allocation. 

 

  2. Parent Partition (Root Partition): 

• First and most privileged virtual machine. 

• Runs a full version of Windows OS (e.g., Windows Server). 

• Has direct access to hardware drivers. 

• Manages and creates child partitions (VMs). 

• Hosts Virtualization Service Provider (VSP) to handle device access for child partitions. 

 

  3. Child Partitions (Guest VMs): 

• Run guest operating systems like Windows, Linux, etc. 

• Cannot directly access hardware. 

• Communicate with the parent partition via VMBus for I/O operations. 

• Use Virtualization Service Clients (VSC) to request services from the parent partition. 

 

  4. VMBus (Virtual Machine Bus): 

• A high-speed communication channel between parent and child partitions. 

• Enables fast communication for disk, network, and device access. 

 

  5. Integration Services: 

• Set of drivers installed in guest OS. 

• Improves performance and provides services like time sync, shutdown, heartbeat, etc. 



 

    Diagram (Textual Overview): 

+-------------------------------+ 

|     Guest OS (Child VM)      |  ← Child Partition 

+-------------------------------+ 

|  Virtualization Service Client (VSC) | 

+-------------------------------+ 

             ⇅ VMBus 

+-------------------------------+ 

|  Virtualization Service Provider (VSP) | 

|  Windows OS (Parent Partition)         | 

+-------------------------------+ 

|           Hyper-V Hypervisor           | 

+-------------------------------+ 

|             Hardware                   | 

+-------------------------------+ 

 

   Use of Hyper-V in Cloud Computing: 

Hyper-V plays a crucial role in private, public, and hybrid cloud platforms, especially in Microsoft Azure and 

enterprise virtualization environments. 

  Key Uses: 

1. Server Consolidation: 

Run multiple VMs on fewer physical servers, reducing costs. 

2. Isolation and Security: 

Keeps applications and OS environments isolated from one another. 

3. Dynamic Resource Allocation: 

Memory, CPU, and storage resources can be dynamically managed and scaled. 

4. Disaster Recovery: 

Hyper-V Replica allows replication of VMs for backup and recovery. 

5. Development and Testing: 

Developers use Hyper-V to create isolated environments for testing. 

6. Supports Cloud Platforms: 

Used in Microsoft Azure and System Center Virtual Machine Manager (SCVMM) to manage cloud 

infrastructure. 

 

 

 



Question 4 (c): Discuss classification on taxonomy of virtualization of different levels 

Answer: 

The taxonomy of virtualization refers to the classification of virtualization into different levels, based on which 

part of the computing stack is virtualized—from hardware to applications. This helps in understanding the scope, 

function, and usage of each type of virtualization. 

 

   1. Instruction Set Architecture (ISA) Level Virtualization: 

• What it does: 

Emulates one instruction set architecture (e.g., x86) on another (e.g., ARM). 

• Use Case: 

Running applications compiled for a different processor architecture. 

• Example: 

o QEMU (Quick Emulator) 

o Rosetta 2 (Apple Silicon translating Intel code) 

 

   2. Hardware Level Virtualization: 

• What it does: 

Virtualizes the physical hardware of a machine so multiple operating systems can run simultaneously. 

• Key Tech: 

Uses a hypervisor (Type 1 or Type 2) to manage VMs. 

• Use Case: 

Server consolidation, cloud computing, data centers. 

• Example: 

o VMware ESXi 

o Microsoft Hyper-V 

o Xen 

o KVM 

 

   3. Operating System Level Virtualization: 

• What it does: 

Virtualizes the operating system kernel, allowing multiple isolated user-space instances (containers) to 

run. 

• Use Case: 

Lightweight application deployment, DevOps, microservices. 

• Example: 

o Docker 

o LXC (Linux Containers) 

 



   4. Library Level Virtualization: 

• What it does: 

Virtualizes application-specific libraries so apps can run independently of the host system libraries. 

• Use Case: 

Portability of applications across different systems. 

• Example: 

o Java Virtual Machine (JVM) 

o Wine (to run Windows apps on Linux) 

 

   5. Application Level Virtualization: 

• What it does: 

Isolates applications from the underlying OS so they can run in a sandboxed environment. 

• Use Case: 

Running multiple versions of the same app, easy deployment. 

• Example: 

o VMware ThinApp 

o Microsoft App-V 

 

   6. User Interface Level Virtualization (or Desktop Virtualization): 

• What it does: 

Virtualizes the user interface environment (desktop), which is hosted remotely and accessed by the user. 

• Use Case: 

Remote access to desktops, centralized desktop management. 

• Example: 

o Citrix XenDesktop 

o VMware Horizon 

o Microsoft Remote Desktop Services (RDS) 

 

Question 5 (a): Explain the three primary cloud service models: IaaS, PaaS, and SaaS with examples 

 

Cloud computing offers services in three primary models, each providing different levels of control, flexibility, and 

management to the user. These are: 

 

   1. IaaS – Infrastructure as a Service 

• Definition: 

Provides virtualized computing resources over the internet—such as servers, storage, and networking. It 

is the most basic layer of cloud services. 



• What You Manage: 

You manage the OS, applications, runtime, etc. Cloud provider manages the infrastructure. 

• Use Cases: 

o Hosting websites 

o Backup and recovery 

o High-performance computing (HPC) 

• Examples: 

o Amazon EC2 (Elastic Compute Cloud) 

o Microsoft Azure Virtual Machines 

o Google Compute Engine 

 

   2. PaaS – Platform as a Service 

• Definition: 

Provides a platform with tools and services for developers to build, test, and deploy applications without 

managing the underlying infrastructure. 

• What You Manage: 

You manage only the application and data. The cloud provider manages everything else (OS, servers, 

storage, etc.). 

• Use Cases: 

o Web application development 

o API development and integration 

o Microservices deployment 

• Examples: 

o Google App Engine 

o Microsoft Azure App Service 

o Heroku 

 

   3. SaaS – Software as a Service 

• Definition: 

Provides ready-to-use software applications over the internet. Users access the software via browser or 

app without managing any infrastructure or platforms. 

• What You Manage: 

Nothing. Everything is managed by the cloud provider. 

• Use Cases: 

o Email and collaboration 

o Customer relationship management (CRM) 

o File storage and sharing 

• Examples: 



o Google Workspace (Gmail, Google Docs, etc.) 

o Microsoft 365 

o Salesforce 

 

Question 5 (b): Differentiate between Public, Private, and Hybrid Cloud with Advantages and Limitations 

 

Cloud deployment models define how cloud services are made available and who can access them. The three 

main types are Public Cloud, Private Cloud, and Hybrid Cloud. 

 

   1. Public Cloud 

• Definition: 

Cloud services offered over the internet and shared among multiple users (tenants). 

• Managed By: 

Third-party providers like AWS, Microsoft Azure, Google Cloud. 

• Access: 

Open to anyone who wants to use or purchase services. 

  Advantages: 

• Cost-effective (pay-as-you-go model) 

• Easy to scale resources 

• No infrastructure maintenance required 

• High reliability with global access 

  Limitations: 

• Less control over data and infrastructure 

• Security and privacy concerns 

• Shared resources may impact performance 

 

   2. Private Cloud 

• Definition: 

Cloud services used exclusively by a single organization. Can be hosted on-premises or by a third-party 

provider. 

• Managed By: 

The organization itself or a private hosting company. 

• Access: 

Restricted to the organization only. 

  Advantages: 

• High level of security and privacy 

• Greater control over infrastructure 



• Customizable based on business needs 

• Compliance with regulatory requirements 

  Limitations: 

• Expensive to set up and maintain 

• Limited scalability compared to public cloud 

• Requires skilled staff to manage 

 

   3. Hybrid Cloud 

• Definition: 

A combination of public and private clouds, allowing data and applications to be shared between them. 

• Managed By: 

Both internal IT teams and third-party providers. 

• Access: 

Controlled based on the architecture (some parts public, some private). 

  Advantages: 

• Flexibility to move workloads as needed 

• Better security and compliance 

• Optimized cost and performance 

• Business continuity and disaster recovery support 

  Limitations: 

• Complex to implement and manage 

• Security challenges in data transfer between clouds 

• Requires strong integration and network configuration 

 

Question 5 (c): What is a Warehouse-Scale Data Center? How does it differ from Modular Data Centers? 

 

   What is a Warehouse-Scale Data Center (WSDC)? 

A Warehouse-Scale Data Center (WSDC) is a massive facility designed to house thousands of servers and storage 

systems under one roof. It operates as a single giant computer optimized for large-scale applications and cloud 

services like search engines, social media platforms, AI training, and cloud hosting. 

  Key Features: 

• Built at industrial scale, often in large warehouse buildings. 

• Highly centralized and optimized for efficiency, cost, and performance. 

• Used by major cloud providers like Google, Amazon, Facebook, Microsoft. 

• Runs homogeneous workloads (e.g., Google Search, YouTube, Gmail). 

• Focused on energy efficiency, cooling, and network optimization. 



 

   What is a Modular Data Center? 

A Modular Data Center is a portable, container-based data center that can be deployed quickly and scaled easily. 

It comes as pre-engineered units (often like shipping containers) containing servers, networking, power, and 

cooling systems. 

  Key Features: 

• Prefabricated and easy to transport. 

• Offers flexible deployment in remote or temporary locations. 

• Scalable by adding more modules. 

• Ideal for organizations that need quick deployment or temporary expansion. 

 

      Difference Between WSDC and Modular Data Centers: 

Aspect Warehouse-Scale Data Center (WSDC) Modular Data Center 

Scale Very large (millions of servers) Small to medium scale (per module) 

Structure Traditional warehouse-style building Container-based, prefabricated modules 

Deployment Time Long (months to years) Quick (weeks to deploy) 

Flexibility Fixed location, not easily movable Portable and easily scalable 

Use Case Cloud giants, big data processing Remote sites, disaster recovery, edge computing 

Cost High initial cost but optimized for long-term Cost-effective for specific needs 

Examples Google, AWS, Microsoft Azure Huawei FusionModule, IBM Portable MDC 

 

Question 6 (a): Compare the Services and Target Applications of GAE, AWS, and Microsoft Azure 

 

   Overview of the Three Platforms: 

Platform Full Form Type 

GAE Google App Engine PaaS (Platform as a Service) 

AWS Amazon Web Services IaaS + PaaS + SaaS 

Microsoft Azure Microsoft Azure IaaS + PaaS + SaaS 

 

   Comparison Based on Services and Use Cases 

Aspect Google App Engine (GAE) Amazon Web Services (AWS) Microsoft Azure 

Primary Service 

Model 
PaaS IaaS, PaaS, SaaS IaaS, PaaS, SaaS 



Aspect Google App Engine (GAE) Amazon Web Services (AWS) Microsoft Azure 

Compute Services App Engine (auto-scaling apps) 
EC2 (Virtual Machines), 

Lambda (Serverless) 

Azure Virtual Machines, Azure 

Functions 

Storage Services 
Cloud Datastore, Cloud 

Storage 
S3, EBS, Glacier 

Blob Storage, Disk Storage, 

Table Storage 

Database Services Cloud SQL, Firestore RDS, DynamoDB, Aurora 
Azure SQL Database, Cosmos 

DB 

Development 

Languages 
Python, Java, Node.js, Go, PHP 

Almost all: Java, Python, C#, 

Node.js, Go, Ruby 

.NET, Java, Python, Node.js, 

PHP 

Machine Learning 

/ AI 
TensorFlow, Vertex AI SageMaker, Rekognition, Lex 

Azure AI, Azure Machine 

Learning 

Big Data / 

Analytics 
BigQuery, Dataflow Redshift, Athena, EMR 

Azure Synapse, HDInsight, 

Power BI 

DevOps Tools Cloud Build, Stackdriver 
CodePipeline, CloudWatch, 

CloudFormation 

Azure DevOps, Monitor, 

Resource Manager 

Deployment 

Model 

Abstracts infrastructure – 

focuses on app deployment 

Offers full control (VMs to 

serverless) 

Integrated with Microsoft 

ecosystem (Active Directory, 

etc.) 

Best For 
Scalable web & mobile apps, 

startups, ML apps 

Enterprise-scale apps, 

flexibility, global availability 

Windows-based apps, hybrid 

cloud, enterprise systems 

 

   Target Applications of Each Platform: 

  Google App Engine (GAE): 

• Ideal for: 

o Scalable web and mobile applications 

o Startups and developers focusing on fast development 

o Applications requiring machine learning and big data tools (like BigQuery) 

• Example: A web app for ride-sharing using Python + Firestore + Maps API 

 

  Amazon Web Services (AWS): 

• Ideal for: 

o Enterprise-grade applications 

o Applications needing fine-grained control over infrastructure 

o E-commerce, gaming, media streaming, and IoT solutions 

• Example: A fully customized video streaming platform with EC2, S3, and Lambda 

 

  Microsoft Azure: 



• Ideal for: 

o Enterprises already using Microsoft tools (Windows Server, Active Directory) 

o Applications needing hybrid cloud support 

o .NET-based applications and legacy system migration 

• Example: A corporate intranet using Azure AD, SQL Database, and .NET backend 

 

Question 5 (b): Describe the Fat-Tree Topology and Explain Its Use in Data Center Network Architecture 

 

   What is Fat-Tree Topology? 

Fat-Tree Topology is a hierarchical network topology commonly used in data centers to provide high bandwidth, 

scalability, and fault tolerance. It is called "fat-tree" because the links near the root are "fatter" (i.e., have more 

bandwidth) to handle aggregated traffic from lower levels. 

It is a modified version of the tree topology, where bandwidth increases as we move upward in the hierarchy — 

unlike traditional tree topologies, where higher levels can become bottlenecks. 

 

   Structure of Fat-Tree Topology: 

Fat-Tree typically consists of three layers: 

1. Core Layer: 

o Topmost layer. 

o Connects different pods (sets of switches) together. 

2. Aggregation (Spine) Layer: 

o Middle layer. 

o Connects the core switches to the edge switches. 

o Aggregates traffic between edge and core. 

3. Edge (Access) Layer: 

o Bottom layer. 

o Connects directly to servers. 

 

     How It Works: 

• Each switch in the lower layer is connected to multiple switches in the upper layer. 

• The bandwidth is equalized across all layers to prevent bottlenecks. 

• A typical implementation uses equal-cost multi-path routing (ECMP) to balance the load across multiple 

paths. 

 

   Use of Fat-Tree in Data Center Network Architecture: 

  1. Scalability: 



• Allows thousands of servers to be interconnected without bottlenecks. 

• Supports high-performance computing (HPC) and large-scale cloud environments. 

  2. High Bandwidth and Throughput: 

• Equal bandwidth is maintained from server to server. 

• Supports heavy east-west traffic (between servers in the same data center). 

  3. Redundancy and Fault Tolerance: 

• Multiple paths between any two nodes. 

• If one link or switch fails, traffic can be rerouted via alternate paths. 

  4. Load Balancing: 

• ECMP and SDN techniques help distribute traffic evenly across links. 

• Reduces the chance of network congestion. 

  5. Cost-Effective: 

• Can be built using commodity switches rather than expensive high-end ones. 

 

   Example: Fat-Tree in a k-ary Network 

In a k-ary Fat-Tree: 

• There are k pods. 

• Each pod has (k/2) edge switches and (k/2) aggregation switches. 

• The core layer has (k/2)^2 core switches. 

• The total number of servers = (k^3)/4 

 

Question 6 (c): Explain the Key Requirements for an Efficient Cloud Data Center Interconnection Network 

 

An efficient Cloud Data Center Interconnection Network (DCIN) is essential to support high-performance, 

scalable, and reliable cloud services. The network must meet several key requirements to ensure smooth 

operation of data centers, especially in large-scale cloud environments like AWS, Azure, and Google Cloud. 

 

   Key Requirements for an Efficient DC Interconnection Network: 

 

  1. High Bandwidth 

• Supports massive data transfer between servers, storage systems, and users. 

• Essential for big data processing, distributed applications, and real-time analytics. 

 

  2. Low Latency 



• Ensures fast response times and low delay for applications like gaming, video conferencing, and financial 

services. 

• Important for achieving high application performance in the cloud. 

 

  3. Scalability 

• The network must scale horizontally to support thousands or millions of virtual machines and containers. 

• Must handle increasing workloads without performance degradation. 

 

  4. Fault Tolerance and Redundancy 

• Network should offer multiple paths between nodes. 

• If a switch or link fails, traffic is automatically rerouted (using protocols like ECMP). 

• Prevents service outages and ensures high availability. 

 

  5. Efficient Load Balancing 

• Traffic must be distributed evenly across all paths and links to avoid congestion. 

• Uses techniques like Equal-Cost Multi-Path (ECMP) routing. 

 

  6. Energy Efficiency 

• As data centers grow, power consumption becomes a major cost factor. 

• Energy-efficient networking equipment and smart routing algorithms reduce operational costs. 

 

  7. Virtualization Support 

• The network must support virtual machines (VMs) and containers, allowing dynamic migration (e.g., VM 

live migration). 

• Must integrate well with SDN (Software Defined Networking) and NFV (Network Function Virtualization). 

 

  8. Security and Isolation 

• Must ensure data integrity, confidentiality, and isolation between tenants. 

• Enforces access control policies, encryption, and traffic monitoring. 

 

  9. Programmability & Automation 

• Integration with SDN allows centralized control and programmability. 

• Helps automate network configuration, policy enforcement, and real-time traffic optimization. 

 

  10. Interoperability 



• Should support standard protocols and APIs to work with multi-vendor devices and hybrid cloud 

environments. 

• Enables seamless inter-data center and cloud-to-cloud communication. 

 

 

   Question 7.a: What is a Trusted Hypervisor? Explain the mobile devices face a range of security challenges? 

  1. What is a Trusted Hypervisor? 

A trusted hypervisor is a secure and verified virtualization layer that ensures the integrity, confidentiality, and 

isolation of virtual machines (VMs) running on a host. It is designed to resist tampering, unauthorized access, and 

malicious attacks, ensuring that all virtual environments behave as expected. 

  Key Features of Trusted Hypervisor: 

• Enforces strict isolation between VMs. 

• Uses secure boot and cryptographic verification. 

• Supports hardware-level security extensions like Intel TXT (Trusted Execution Technology) or AMD SVM. 

• Monitored by a Trusted Computing Base (TCB) or TPM (Trusted Platform Module). 

• Ensures secure VM lifecycle management, including provisioning, migration, and termination. 

  Use in Cloud Computing: 

Cloud providers use trusted hypervisors (e.g., Xen, KVM with TPM support, Microsoft Hyper-V with Shielded VMs) 

to protect tenant data and ensure multi-tenancy security. 

 

  2. Security Challenges Faced by Mobile Devices: 

Mobile devices like smartphones and tablets are constantly connected and often operate outside secure 

environments, making them vulnerable to many security risks: 

  a. Data Leakage: 

• Unintended sharing of sensitive data through apps, cloud sync, or public Wi-Fi. 

• App permissions may expose contacts, messages, or location data. 

  b. Device Theft and Loss: 

• Physical loss can lead to unauthorized access to emails, banking apps, and cloud storage. 

  c. Malware and Spyware: 

• Malicious apps can track keystrokes, monitor calls, or steal personal data. 

• Rooted/jailbroken devices are especially vulnerable. 

  d. Untrusted Apps and App Stores: 

• Installing apps from unofficial sources can introduce malware. 

  e. Network Attacks: 

• Use of open Wi-Fi can expose devices to man-in-the-middle (MITM) attacks, phishing, and sniffing. 

  f. Lack of Patching and Updates: 



• Many mobile devices don’t receive timely security updates, leaving known vulnerabilities open. 

 

 

   Question 7.b: Discuss the Security Risks posed by Shared Images and Management OS 

  1. Shared Images in Cloud Computing: 

Shared images are pre-configured virtual machine templates (OS + software) that users or providers can reuse 

across multiple deployments. Though they save time, they also introduce security risks: 

  a. Embedded Malware or Backdoors: 

• A shared image may contain hidden malicious scripts, keyloggers, or botnet software left intentionally or 

unintentionally. 

  b. Hardcoded Credentials: 

• Admin usernames and passwords may be embedded, giving attackers easy access. 

  c. Outdated Software: 

• Images may have unpatched vulnerabilities if not regularly updated. 

  d. Information Leakage: 

• Temporary files, logs, or API keys left in shared images can leak confidential information. 

  e. Privilege Escalation: 

• Improperly configured permissions may allow unauthorized users to gain root access. 

 

  2. Management OS (Dom0 in Xen, Host OS in Hyper-V/KVM): 

The Management OS is the privileged environment that controls and manages the hypervisor and all hosted VMs. 

Security risks here are critical because this layer controls the entire virtual infrastructure. 

  a. Single Point of Failure: 

• If compromised, an attacker gains full control over all VMs. 

  b. Misconfiguration: 

• Errors in management OS settings can expose services or ports to external access. 

  c. Insider Threats: 

• Administrators with high privileges can misuse access to steal data or inject malware. 

  d. Shared Vulnerabilities: 

• A vulnerability in the management OS can be used to attack all VMs under its control. 

  e. Hypervisor Escape Attacks: 

• If an attacker compromises a VM, they may exploit vulnerabilities in the management OS to break 

isolation and gain control. 

 

 



   Question 7.c: Describe the Hidden Risk in Cloud Computing 

Hidden risks in cloud computing are non-obvious or underestimated vulnerabilities that may not be visible 

initially but can cause severe security, legal, or operational issues over time. 

 

  1. Data Residency and Jurisdiction Issues: 

• Data stored in cloud servers may be physically located in foreign countries. 

• This raises legal concerns regarding data ownership, privacy laws, and government surveillance. 

• E.g., data stored in the US might be subject to the Patriot Act. 

 

  2. Vendor Lock-In: 

• Difficult to migrate applications or data due to proprietary APIs, services, or architectures. 

• Limits flexibility and increases long-term costs. 

 

  3. Shadow IT: 

• Employees using unauthorized cloud services (e.g., Google Drive, Dropbox) for work purposes. 

• Creates unmonitored entry points for data leaks and cyberattacks. 

 

  4. Insecure APIs: 

• Public APIs used for cloud services may have weak authentication, flawed logic, or exposure to injection 

attacks. 

• Hackers can exploit these to access or manipulate services. 

 

  5. Multi-Tenancy Risks: 

• Improper isolation between tenants can lead to data leakage, side-channel attacks, or VM escape. 

 

  6. Insufficient Logging and Monitoring: 

• Many cloud setups do not have full visibility into internal events. 

• Makes threat detection, forensic analysis, and compliance very difficult. 

 

  7. Loss of Governance and Control: 

• Organizations may not have full control over security configurations, patches, or data flow. 

• Cloud providers handle most of the infrastructure, making policy enforcement difficult. 

 

 

   Q.8 (a): Explain the Top 5 Cloud Security Best Practices 



Cloud security is critical for protecting sensitive data, ensuring regulatory compliance, and maintaining customer 

trust. Below are the top 5 best practices to ensure secure cloud deployment and operation: 

 

  1. Data Encryption (In-Transit and At-Rest) 

• Encrypting data ensures that even if it's intercepted or accessed without authorization, it cannot be read. 

• In-transit encryption protects data moving between client and cloud (e.g., HTTPS, SSL/TLS). 

• At-rest encryption protects stored data using algorithms like AES-256. 

• Cloud providers often offer Key Management Services (KMS) for managing encryption keys securely. 

 

  2. Strong Identity and Access Management (IAM) 

• Implement multi-factor authentication (MFA) to add extra layers of login security. 

• Apply least privilege principle – give users only the access they need. 

• Use role-based access control (RBAC) and time-bound access tokens. 

• Monitor and audit user activities via IAM logs. 

 

  3. Regular Security Audits and Monitoring 

• Continuously monitor logs for unauthorized access, anomalies, or malware activities. 

• Use tools like CloudTrail (AWS), Azure Monitor, or Google Cloud Operations. 

• Conduct penetration testing and vulnerability scanning regularly to find weaknesses. 

 

  4. Backup and Disaster Recovery Plan 

• Always keep regular backups of your data across different regions or cloud zones. 

• Define and test your disaster recovery (DR) policies, such as Recovery Time Objective (RTO) and Recovery 

Point Objective (RPO). 

• Automate snapshot backups using services like AWS Backup or Azure Recovery Services. 

 

  5. Secure API Management 

• Cloud APIs should be protected against abuse and unauthorized access. 

• Implement API gateways, rate limiting, and authentication mechanisms (OAuth 2.0, JWT). 

• Avoid exposing sensitive operations through public APIs. 

 

 

   Q.8 (b): What Are the Most Important Advantages of Cloud Technology for Social Networks 

Social networks like Facebook, Instagram, X (formerly Twitter), and LinkedIn rely heavily on cloud technology to 

operate at a global scale. Here's how the cloud benefits them: 



 

  1. Scalability 

• Cloud platforms allow social networks to scale resources dynamically during peak times (e.g., trending 

topics, viral posts). 

• Services like AWS Auto Scaling, Google App Engine, or Azure Autoscale adjust compute power based on 

real-time traffic. 

 

  2. Global Availability and Performance 

• Cloud providers offer content delivery networks (CDNs) and edge servers across the globe. 

• Users experience low latency and fast loading times regardless of location. 

 

  3. Massive Data Storage and Management 

• Social platforms handle petabytes of user data, including images, videos, chats, and reactions. 

• Cloud solutions provide object storage (e.g., Amazon S3, Google Cloud Storage) with high durability and 

availability. 

 

  4. Big Data Analytics and AI Integration 

• Cloud services support real-time data processing and machine learning models for: 

o Content recommendations 

o Sentiment analysis 

o Spam detection 

o Personalized feeds 

 

  5. Disaster Recovery and High Availability 

• Data is replicated across multiple regions and zones. 

• Ensures that user content is never lost, even in case of hardware failure or cyberattacks. 

 

 

   Q.8 (c): Describe the Key Features of Google (in context of Cloud Computing) 

Google is a major cloud service provider through its platform called Google Cloud Platform (GCP). Below are the 

key features and services offered by Google in the cloud computing domain: 

 

  1. Google App Engine (GAE) 

• A Platform-as-a-Service (PaaS) that allows developers to deploy applications without managing 

infrastructure. 

• Supports languages like Python, Java, Node.js, Go, and PHP. 



 

  2. Compute Engine 

• Provides Infrastructure-as-a-Service (IaaS) to launch and manage virtual machines (VMs). 

• Offers flexible configurations with custom CPUs, GPUs, and SSDs. 

 

  3. Cloud Storage 

• Secure, scalable object storage solution. 

• Ideal for storing unstructured data like photos, videos, backups, and documents. 

• Integrated with lifecycle policies, encryption, and versioning. 

 

  4. BigQuery 

• A fully managed data warehouse for real-time analytics. 

• Uses SQL-like queries to process terabytes of data in seconds. 

• Supports machine learning integration and visualization tools. 

 

  5. TensorFlow and AI Platform 

• Google provides state-of-the-art tools for machine learning and artificial intelligence. 

• Supports model training, deployment, AutoML, and pre-trained APIs (e.g., Vision, NLP). 

 

  6. Security and Compliance 

• Offers identity management, data encryption, and firewall rules. 

• Meets global compliance standards like GDPR, HIPAA, and ISO 27001. 

 

  7. Kubernetes and GKE (Google Kubernetes Engine) 

• Google is the creator of Kubernetes, a container orchestration platform. 

• GKE provides fully managed Kubernetes clusters for containerized app deployment. 

 

 

 

   Q.9 (a): What Are the Benefits and Challenges of Using Serverless Computing in the Cloud? 

 

  Definition: 

Serverless computing is a cloud computing model where developers write and deploy code without managing the 

underlying infrastructure. The cloud provider automatically provisions resources, executes the code, and scales 

the application as needed. 



Examples: AWS Lambda, Azure Functions, Google Cloud Functions 

 

   Benefits of Serverless Computing: 

 

1. No Infrastructure Management 

• Developers don’t need to manage servers, OS, or scaling. 

• Focus remains purely on writing and deploying code. 

 

2. Automatic Scaling 

• Serverless platforms scale automatically with the number of incoming requests. 

• Ideal for unpredictable or highly variable workloads. 

 

3. Cost Efficiency (Pay-as-you-go) 

• Users are billed only for the actual execution time and resources consumed. 

• No cost when the function is idle. 

 

4. Faster Time to Market 

• Simplified deployment process helps teams release updates quickly and frequently. 

 

5. Improved Resource Utilization 

• Serverless environments use resources only when needed, improving energy and hardware efficiency. 

 

   Challenges of Serverless Computing: 

 

1. Cold Start Delay 

• First-time or idle function execution takes longer to start, affecting performance. 

• Particularly problematic for latency-sensitive apps. 

 

2. Limited Execution Time 

• Functions have runtime limits (e.g., AWS Lambda has a 15-minute cap). 

• Not suitable for long-running tasks. 

 

3. Vendor Lock-in 

• Functions are often tied to specific cloud platforms and their APIs. 

• Difficult to migrate across providers. 



 

4. Debugging and Monitoring Complexity 

• Traditional debugging tools may not work. 

• Requires integration with cloud-specific monitoring tools. 

 

5. Security Concerns 

• Multi-tenancy and function isolation raise security issues. 

• Must carefully manage permissions and authentication. 

 

 

   Q.9 (b): How Does Grid Computing Differ from Cloud Computing? 

 

   Definition: 

Grid 

Computing 

A distributed computing model where multiple computers work together to complete a task 

by sharing resources over a network. 

Cloud 

Computing 

A service-based model where computing resources are delivered over the internet as scalable 

and on-demand services. 

 

   Key Differences: 

Aspect Grid Computing Cloud Computing 

Resource Model 
Distributed resources across multiple 

locations 
Centralized or virtualized resources in the cloud 

Ownership Resources owned by different organizations Usually managed by a single cloud provider 

Scalability Limited and static Highly elastic and scalable 

Service Delivery No on-demand self-service 
On-demand access to computing, storage, and 

apps 

Virtualization Not essential Core component of cloud computing 

Billing Model No billing or pay-per-use Pay-as-you-go billing 

User 

Accessibility 
Requires technical setup Web-based UI, API access for users 

Examples SETI@home, CERN LHC computing AWS, Google Cloud, Microsoft Azure 

 

 

   Q.9 (c): What Are the Key Features of Cloud Computing Platforms? 



Cloud computing platforms such as AWS, Azure, and Google Cloud provide a set of features that enable users to 

develop, deploy, and manage applications over the internet. 

 

   Key Features: 

 

1. On-Demand Self-Service 

• Users can provision computing resources (servers, storage, network) without human intervention from 

the provider. 

• Example: Launching an EC2 instance from AWS console. 

 

2. Broad Network Access 

• Services are available over the internet and accessible via standard platforms (web, mobile, etc.). 

• Ensures global access anytime, anywhere. 

 

3. Resource Pooling (Multi-Tenancy) 

• Cloud providers use shared infrastructure to serve multiple customers. 

• Resources like CPU, storage, memory are dynamically allocated and reassigned. 

 

4. Rapid Elasticity and Scalability 

• Resources can be scaled up or down instantly according to user demand. 

• Helps handle sudden traffic spikes without service disruption. 

 

5. Measured Service (Pay-as-You-Go) 

• Cloud systems automatically monitor and optimize resource usage. 

• Customers pay only for what they use (e.g., per GB stored or per hour used). 

 

6. High Availability and Fault Tolerance 

• Cloud platforms are designed for redundancy and failover. 

• Data is often replicated across zones and regions to ensure uptime. 

 

7. Security and Compliance 

• Includes encryption, access control, and compliance with standards like GDPR, HIPAA, ISO. 

• Services like IAM, firewalls, and DDoS protection are integrated. 

 

8. Automation and DevOps Tools 



• Tools like CI/CD pipelines, APIs, SDKs, Terraform, Ansible allow automation of cloud infrastructure. 

• Helps in Infrastructure-as-Code (IaC) and continuous delivery. 

 

 

   Q.10 (a): How Do Multi-Cloud and Hybrid Cloud Strategies Differ? 

Both multi-cloud and hybrid cloud are advanced cloud deployment strategies that involve the use of more than 

one cloud. However, they differ in their purpose, architecture, and implementation. 

 

  1. Multi-Cloud Strategy: 

• Involves using multiple cloud service providers (e.g., AWS, Azure, Google Cloud) simultaneously. 

• Services from different providers are used for different workloads. 

• No need for interconnection between clouds. 

   Example: 

• A company uses AWS for computing, Google Cloud for AI/ML, and Azure for backup. 

   Advantages: 

• Avoids vendor lock-in. 

• Leverages best-of-breed services from each provider. 

• Improves resilience and service availability. 

 

  2. Hybrid Cloud Strategy: 

• Combines on-premises infrastructure (private cloud) with public cloud services. 

• Both environments are integrated and work together for seamless data/application movement. 

   Example: 

• A hospital stores patient records in private cloud (for security) and uses public cloud for analytics. 

   Advantages: 

• Better data control and compliance. 

• Handles variable workloads by shifting excess to public cloud (cloud bursting). 

• Supports legacy system integration. 

 

   Key Differences Table: 

Aspect Multi-Cloud Hybrid Cloud 

Cloud Types Multiple public cloud providers Public + Private cloud combination 

Integration Usually not interconnected Strong integration between environments 

Use Case Flexibility, avoid lock-in Data control, regulatory compliance 



Aspect Multi-Cloud Hybrid Cloud 

Complexity Management of multiple vendors Integration of local and cloud systems 

 

 

   Q.10 (b): What is Infrastructure as Code (IaC) and How is it Used in the Cloud? 

 

  1. Definition of Infrastructure as Code (IaC): 

Infrastructure as Code (IaC) is the process of managing and provisioning cloud infrastructure using code, rather 

than manual processes. It allows system admins and DevOps teams to write scripts or configuration files that 

automatically deploy and configure IT resources. 

 

  2. Key Tools for IaC: 

• Terraform (HashiCorp) 

• AWS CloudFormation 

• Ansible, Chef, Puppet 

• Azure Resource Manager (ARM) 

• Google Cloud Deployment Manager 

 

  3. How IaC Works: 

• Define infrastructure in declarative code (what you want) or imperative code (how to do it). 

• Code is version-controlled (Git). 

• On execution, the code interacts with cloud APIs to create VMs, networks, storage, etc. 

 

   4. Benefits of IaC in Cloud: 

Benefit Explanation 

Speed and Automation Faster provisioning of servers, storage, and networks. 

Consistency and Accuracy Same code = same infrastructure across environments (dev, test, prod). 

Version Control All infrastructure changes can be tracked and reverted via Git. 

Cost Optimization Resources can be destroyed and recreated as needed, reducing idle costs. 

Scalability Easily replicates infrastructure across regions or accounts. 

 

 

   Q.10 (c): What Are Emerging Cloud Environments? 

 



  1. Definition: 

Emerging cloud environments refer to new and evolving cloud models, platforms, and architectures designed to 

address advanced computing needs, security, and hybrid scenarios. These environments go beyond traditional 

public/private clouds. 

 

   Examples of Emerging Cloud Environments: 

 

  1. Edge Computing: 

• Brings computation and data storage closer to the source (IoT, mobile devices). 

• Reduces latency and bandwidth usage. 

• Ideal for real-time applications like autonomous vehicles, smart cities, and AR/VR. 

 

  2. Multi-Cloud and Hybrid Cloud: 

• As explained earlier, these are advanced strategies used to avoid vendor lock-in, maintain compliance, 

and optimize cost and performance. 

 

  3. Serverless Computing (FaaS): 

• No server management required. 

• Auto-scaling and event-driven functions. 

• Ideal for API backends, automation scripts, microservices. 

 

  4. Confidential Computing: 

• Data is encrypted not just at rest or in transit, but also during processing. 

• Uses secure enclaves (like Intel SGX). 

• Useful for financial and healthcare sectors. 

 

  5. Quantum Cloud Computing: 

• Provides quantum computing access via the cloud (e.g., IBM Quantum, Azure Quantum). 

• Used in research, cryptography, and complex simulations. 

 

  6. Green Cloud / Sustainable Cloud: 

• Cloud providers offering energy-efficient data centers, carbon-neutral operations, and sustainability 

goals. 

• Driven by climate change and ESG (Environmental, Social, Governance) factors. 

 


