Internal Assessment Test 2 — May 2025

Sub:

Artificial Intelligence and Machine Learning

Date:

27/05/2025

Answer any 5 Questions

Consider learning in a Multi-Layer Perceptron. The given MLP consists of an Input layer,
one Hidden layer and an Output layer. The input layer has 4 neurons, the hidden layer has 2
neurons and the output layer has a single neuron. Train the MLP upto second iteration by
updating the weights and biases in the network. X1 =1, X2=1,X3=0, X4 =1,

Ogesirea =1, Learning rate = 0.8
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Give the PDF for Exponential and Binomial Distribution along with parameters.

. e cue
Exponential Distribution Formula ‘f THE MATH EXPERT

f(x) = me™ or (x) =% elx

m = The Rate Parameter,

Ll = Average time between occurences.




Binomial Distribution Formula

P )_ n X _n=xX _ n! R
(x)= N p —m!’q

where

n = the number of trials (or the number being sampled)
x = the number of successes desired

p = probability of getting a success in one trial

g =1 - p = the probability of getting a failure in one trial

Explain Parzen Window Algorithm

Find LU Decomposition of the following 3*3 Matrix :

124
332




342

*—

INEL NN EPAH Find LU decomposition of the given matrix:

124
A=|332
342

Solution: First, augment an identity matrix and apply Gaussian elimination. The steps are as
shown in:

[100][124

010/332
001]342

[1o00][1 2 4]
310}{0-3-10 R, =R, - 3R
001)(3 4 2 |

ProPolfe 24
310f0-3-10 R =R -3R,
130 1][0 -2 -10)

1001 2 4

31005 -10] |R=R-2R,
32 qlleeo 22

i3] 3

Now, it can be observed that the first matrix is L as it is the lower triangular matrix whose
values are the determiners used in the reduction of equations above such as 3, 3 and 2/3.
The second matrix is U, the upper triangular matrix whose values are the values of the reduced
matrix because of Gaussian elimination.

100 12 4 Als
L=|3 10|andU=|0 -3 -10]|.

2 10 o n

2 & 0 o-—| +843M

CMRIT LIBRARY
RANGALORE - 560 037

Find the Correlation Coefficient of Data :

X={1,2,3,45}y={1 409,16, 25}

1o

Solution: Mean(X) = E(X) = 2 = 3, Mean(Y) = E(Y) = ? =11. The covariance is computed
~-using Eq. (2.17) as:

5

(1-3)(1-11) + (2~ 3)(4 = 11) + (3 - 30)(9 - 11) + (4 - 3)(16 - 11) + (5 - 3)(25 - 11)

5 =12

15 55

golution: The mean values of X and Y are n =3and — =11. The standard deviations of

J

yand Y are 1.41 and 8.6486, respectively. Therefore, the correlation coefficient is given as ratio of

wﬂ!iance

(12 from the previous problem 2.5) and standard deviation of x and y as per Eq. (2.18) as:

re— 22 (984
1.41 x 8.6486




Explain the following terms : Hypothesis Testing, p-value and Confidence Interval

1. Hypothesis Testing

Definition:
A statistical method used to make decisions or inferences about a population based on sample data.

Key ldea:
You begin with a null hypothesis (Ho) — usually a statement of “no effect” or “no difference” — ar
alternative hypothesis (H: or H,).

Example:
Ho: A new drug has no effect.
Hi: The new drug has a significant effect.

2. p-value

Definition:
The p-value is the probability of obtaining a result as extreme or more extreme than the observed r
null hypothesis is true.

Interpretation:

e Low p-value (typically < 0.05) — strong evidence against Ho — reject Ho.
e High p-value — weak evidence against Ho — fail to reject Ho.

Example:
A p-value of 0.02 means there is a 2% chance the result occurred under Ho — statistically significant

3. Confidence Interval (Cl)

Definition:
A range of values within which we believe the true population parameter lies, with a certain level
(e.g., 95%).

Example:
If the 95% confidence interval for the mean weight of students is (58 kg, 62 kg), we are 95% confide
average lies within this range.




Find the 5-point summary of the list : {13, 11,2, 3,4,8,9}

Solution: The minimum is 2 and the maximum is 13. The Q,, (J, and (), are 3, 8 and 11, respec-
tively. Hence, 5-point summary is {2, 3, 8, 11, 13}, that is, {minimum, Q,, median, (,, maximum}.

Box plots are useful for describing 5-point summary. The Box plot for the set is given in

Figure 2.7.
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_Write and Explain the complete algorithm of Perceptron.




The first neural network model ‘Perceptron’, designed by Frank Rosenblatt in 1958, is a linear
binary classifier used for supervised learning, He modified the McCulloch & Pitts Neuron model by
combining two concepts, McCulloch-Pitts model of an artificial neuron and Hebbian learning rule
of adjusting weights. He introduced variable weight values and an extra input that represents bias
to this model. He proposed that artificial neurons could actually learn weights and thresholds
from data and came up with a supervised learning algorithm that enabled the artificial neurons to
learn the correct weights from training data by itself. The perceptron model (shown in Figure 10.5)
consists of 4 steps:

1. Inputs from other neurons
2. Weights and bias

3. Netsum

4. Activation function

r — Qutput
¥
Activation function

Summation
function

Figure 10.5: Perceptron Madel

Thus, the modified neuron model receives a set of inputs X,,¥,,...,X,, their associated weights

w,,W,,....w and a bias. The summation function ‘Net-sum’ Eq. (10.13) computes the weighh‘-d
sum of the inputs received by the neuron.

4 Algorithm 10.1: Perceptron Algorithm h
Sel initial weights w,, w,, ..., w_ and bias @ to a random value in the range [-0.5, 0.5].
For each Epoch, -
1. Compute the weighted sum by multiplying the inputs with the weights and add the
products.

2. Apply the activation function on the weighted sum:
Y =Step (5., + %) - 6)
3. If the sum is above the threshold value, output the value as positive else output the
value as negalive.

4, Calculate the error by subtracting the estimated output ¥, from the desired output

stimed
Y fesiced®
error e{t) =Y, — Y
[If error e(t) is positive, increase the perceptron output Y and if it is negative,

decrease the perceptron output Y.

5. Update the weights if there is an error:
A= o xeft) xx,
w=w, + Aw,
where, x,is the input value, e(f) is the error at step t, o iz the learning rate and Aw, is the
difference in weight that has to be added to w.

Compare with diagram, Biological Neural Network and Artificial Neural Network




Aspect
Structure

Signal
Transmission

Learning
Mechanism

Speed &
Complexity

Activation

function

Outputs

Inputs

R .lf ic I\ e 1

(b) Artificial neuron

Artificial Neural Network (ANN)  Biological Neural Network (BNN)
Made of artificial neurons arranged Composed of real neurons connected
in layers via synapses

Uses numerical values and weighted Uses electrochemical signals and
sums neurotransmitters

Trained using algorithms like Learns through synaptic plasticity
backpropagation (e.g., Hebbian learning)

Fast, but limited in adaptability and Slower, but highly adaptive and energy
energy efficiency efficient

Consider a perceptron to represent the Boolean function AND with the initial weights
w1=0.3, w2 =-0.2, learning rate a =0.2 and bias © = 0.4 as shown in Figure. The activation
function used here is the Step function f(x) which gives the output value as binary, i.e., 0 or 1.
If value of f(X) is greater than or equal to 0, it outputs 1 or else it outputs 0. Design a
perceptron that performs the Boolean function AND and update the weights until the Boolean
function gives the desired output.

10




Solution: Desired output for Boolean function AND is shown in Table 10.1.
Table 10.1: AND Truth Table

—_ = | o | o [

For each Epoch, weighted sum is calculated and the activation function is applied to compute
the estimated output Y. Then, Y, is compared with Y, _ to find the error. If there is an error,
the weights are updated. :

Tables 102 to 10.5 show how the weights are updatéd in the four Epochs.
Table 10.2: Epoch 1
Status

R il
Step ((0x03+0x-02)-04)=0

Step (0x03+1x-02)-04)=0 | 0 | 03 | -02 |Nochange
|Step ((1x03+0x-02)-04)=0 | 0 | 03 | 02 |Nochange
Step (1x03+1x-0.2)-04)=0 | 1

—le|le|o il

= o= | o e

For inlﬁut (1, 1) the weights are updated as follows:
Aw =cxeft)xx=02x1x1=02 '
w=w+Aw =03+ 4w, =03+02=05
A, = xeff) xx,=02x1x1=02
w,=wztAw, =02+ Aw,=~02+02=0




Table 10 3% Epuch 2

0| 0] 0 | Sep(0x05+0x0)-04=0 " [Nochange |
0| 1| 0 | Step((0x05+1x0)-04)=0 | 0 | 05 | 0 |Nochange
1| 0| 0 | Step((x05+0x0)-04)=1 | -1 | 03 | 0 [Change
111 1 Step ((1x0.3+1x0)-04)=0 1| 05| 02 |Change

— Artificial Neural Networks » 287

For input (1, 0) the weights are updated as follows:
Ay = e xef) x ;=02 =1 x 1=-0.2
w,= 1w+ Aw, = 05+ Aw,=05-02=03
Aw, = o xeff) x x,=02 x -1 x0 =0
w,=wyt dw,=0+dw,=0+0=0
' For input (1, 1), the weights are updated as follows:
Aw, = xeff) xx,=02x1x1=02
w=w,+Aw =03+ Aw,=03+02=05
Aw, = o xeff) xx,=02x1x1=02
w,=w,+ dw,= 0+ Aw,=0+02=02




Table 10.4:

3 | 0] 0| 0 | Sep(0x05+0x02)-04)=0 02 |Nochange
0|1 0 | Step((0x05+1x02)-04)=0 0.2 | Nochange
1 0 0 Step ((1x05+0x02)-04)=1 | -1 0.3 02 |Change
1 1 1 Step (1x0.3+1x02)~04)=1 0| 03 0.2 | Nochange

For input (1, 0) the weights are updated as follows:
Mo, = o xeff) x 2,202 x -1 x 1=-02

w,=w+Aw, =05+ Aw,=05-02=03
Aw, = o xe(t) x x,=02x -1 x0=0

w,=w,+Aw,= 0+ Aw,= 02+0=02

Table 10.5: Epoch 4

R T

o] vl das 3 L1

e
o

0 | 0 |Step(0x03+0x02)-04)=0 | 0 | 03 | 02 | Nochange
1| 0 | Step(@<03+1x02)-04)=0 | 0 | 03 | 02 | Nochange
0 0 | Step((Ix03+40x02)-04)=0] 0 03 | 02 | Nochange
1| 1 [ Step((1x03+1x02)-04)=1 | 0 03 | 02 | Nochange |

It is observed that with 4 Epochs, the perceptron learns and the weights are updated to
0.3 and 0.2 with which the perceptron gives the desired output of a Boolean AND function.

CClI Cl HOD




