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Tom Mitchell’s definition of machine learning states that,  

•​ “A computer  program is said to learn from experience E, with respect to task T and some 
performance measure P,  if its performance on T measured by P improves with experience 
E.” The important components of this definition are experience E, task T, and 
performance measure P.  

 
CHALLENGES OF MACHINE LEARNING 

 
Problems that can be dealt with Machine Learning  
Problems – Machine learning can deal with the ‘well-posed’ problems where specifications  are 
complete and available. 
2. Huge data – This is a primary requirement of machine learning. Availability of a quality  data 
is a challenge.  
A quality data means it should be large and should not have data  problems such as missing 
data or incorrect data.   
3. High computation power – With the availability of Big Data, the computational resource  
requirement has also increased.  
Systems with Graphics Processing Unit (GPU) or even Tensor  Processing Unit (TPU) are 
required to execute machine learning algorithms.  
4.Complexity of the algorithms – The selection of algorithms, describing the algorithms,  
application of algorithms to solve machine learning task, and comparison of algorithms  have 
become necessary for machine learning or data scientists now 
5. Bias/Variance – Variance is the error of the model. This leads to a problem called bias/  
variance tradeoff.  
•​ A model that fits the training data correctly but fails for test data, in  general lacks 

generalization, is called overfitting.  
•​ The reverse problem is called underfitting where the model fails for training data but has 

good generalization. 
 

   
    Data Visualization 
 

•​ To understand data, graph visualization is must. Data visualization helps to understand data.   
•​ It helps to present information and data to customers. Some of the graphs that are used in  

univariate data analysis are bar charts, histograms, frequency polygons and pie charts.   
•​ The advantages of the graphs are presentation of data, summarization of data, description of  

data, exploration of data, and to make comparisons of data. 
Bar Chart  

•​ A Bar chart (or Bar graph) is used to display the frequency distribution for variables.   
•​ Bar charts are used to illustrate discrete data. The charts can also help to explain the counts of  

nominal data. It also helps in comparing the frequency of different groups.   
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•​ 1. Understanding the business – This step involves understanding the objectives and  
requirements of the business organization. Generally, a single data mining algorithm 
is  enough for giving the solution. This step also involves the formulation of the 
problem  statement for the data mining process.   

•​ 2. Understanding the data – It involves the steps like data collection, study of the 
characteristics of the data, formulation of hypothesis, and matching of patterns to the 
selected  hypothesis.   

•​ 3. Preparation of data – This step involves producing the final dataset by cleaning 
the raw  data and preparation of data for the data mining process. The missing 
values may cause  problems during both training and testing phases. Missing data 
forces classifiers to produce  inaccurate results. This is a perennial problem for the 
classification models. Hence, suitable  strategies should be adopted to handle the 
missing data 

•​ 4. Modelling – This step plays a role in the application of data mining algorithm for 
the data  to obtain a model or pattern.   

•​ 5. Evaluate – This step involves the evaluation of the data mining results using 
statistical  analysis and visualization methods. The performance of the classifier is 
determined by  evaluating the accuracy of the classifier. The process of classification 
is a fuzzy issue.  For example, classification of emails requires extensive domain 
knowledge and requires  domain experts. Hence, performance of the classifier is 
very crucial.   

•​ 6. Deployment – This step involves the deployment of results of the data mining 
algorithm  to improve the existing process or for a new situation.  
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Classification of Regression Methods 
 
Limitation of Regression Methods 
 
 

Decision tree is a concept tree which summarizes the information contained in the 
training  dataset in the form of a tree structure.  Once the concept model is built, test data 
can be easily  classified 
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1.​ Regression and Correlation Difference 
2.​ Regression and Causation Difference 
3.​ Linearity and Non linearity difference 

 

Advantages of Decision Trees  

•1. Easy to model and interpret  

•2. Simple to understand  

•3. The input and output attributes can be discrete or continuous predictor variables.  

•4. Can model a high degree of nonlinearity in the relationship between the target 
variables and the  predictor variables  

•5. Quick to train  
Disadvantages of Decision Trees  

•Some of the issues that generally arise with a decision tree learning are that:  

•1. It is difficult to determine how deeply a decision tree can be grown or when to stop  
growing it.  

•2. If training data has errors or missing attribute values, then the decision tree 
constructed  may become unstable or biased.  

•3. If the training data has continuous valued attributes, handling it is computationally  
complex and has to be discretized.  

•4. A complex decision tree may also be over-fitting with the training data.  

•5. Decision tree learning is not well suited for classifying multiple output classes.  

•6. Learning an optimal decision tree is also known to be NP-complete.  
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OR 
7b Artificial neurons are like biological neurons which are called as nodes. A node 

or a neuron can  receive one or more input information and process it. Artificial 
neurons or nodes are connected  by connection links to one another. Each 
connection link is associated with a synaptic weight 
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•Activation functions are mathematical functions associated with each neuron 
in the neural network  that map input signals to output signals. (used to 
introduce non-linearity) 

•It decides whether to fire a neuron or not based on the  input signals the 
neuron receives. 

•These functions normalize the output value of each neuron either  between 0 
and 1 or between -1 and +1. 

•Typical activation functions can be linear or non-linear. 

•Linear functions are useful when the input values can be classified into any 
one of the two groups  and are generally used in binary perceptrons. 

•Non-linear functions, on the other hand, are continuous  functions that map 
the input in the range of (0, 1) or (-1, 1), etc. 

•These functions are useful in learning  high-dimensional data or complex 
data such as audio, video and images. 
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9b •The components of reinforcement learning are shown in  Figure 14.4. These are 
environment, agent, actions and  rewards. 

 

•  There are two types of problems in reinforcement learning –  Learning and Planning.  

•In learning problems, the environment is unknown and  the agent learns by trial and 
error. 

The agent interacts with  the environment to improve policy.  Planning is another 
problem where the environment is known and the agent computes with  the model 
and improves policy. 

Environment is the world where all actions take place. It is the framework, where the 
input, output  and reward are specified. The environment describes the state or state 
variables or simply as state.  Initially, the environment is in a state called initial state.  
For example, in a car system, the maps, game rules and obstructions in the road are 
described  in the environment.  An agent is an autonomous body that looks at the 
environment and takes an action. It can be  any human or another computer program 
such as a robot or chatbot 
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Mean-shift is a non-parametric and hierarchical clustering algorithm. This 
algorithm is also  known as mode seeking algorithm or a sliding window algorithm. 

•It has many applications in  image processing and computer vision. 

•There is no need for any prior knowledge of clusters or shape of the clusters present 
in the  dataset. 

•The algorithm slowly moves from its initial position towards the dense regions.  

•The algorithm uses a window, which is basically a weighting function.  
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10.c Characteristics of Reinforcement Learning. 

•1. Sequential decision making – Consider the Figure 14.3. It can  be seen the path 
from start to goal is not done in one step.  It is a sequence of decisions that leads to 
the goal. One wrong  move may result in a failure. This is the main characteristic of  
reinforcement learning.  

•2. Delayed feedback – Often, rewards are not immediate. One must spend many 
moves to get  final success or failure. Feedback in terms of reward is often delayed.  

•3. The agent actions are interdependent as any action affects the subsequent actions.  
For example, one wrong move of an agent may lead to failure.  

•4. Time related – All actions are associated with time stamps inherently as all actions 
are  ordered as per the timeline inherently.   

Challenges of Reinforcement Learning 

•1. Reward design is a big challenge as in many games, as determining the rewards and 
its  value is a challenge.  

•2. Absence of a model is a challenge – Games like chess have fixed board and rules. 
But,  many games do not have any fixed environment or rules. There is no underlying 
model as  well. So, simulation must be done to gather experience.  

•3. Partial observability of states – Many states are fully observable. Imagine a scenario 
in a  weather forecasting where the uncertainty or partial observability exists as 
complete information about the state is simply not available.  

•4. Time consuming operations – More state spaces and possible actions may 
complicate the  scenarios, resulting in more time consumption.  

•5. Complexity – Many games like GO are complicated with much larger board 
configuration  and many possibilities of actions. So, labelled data is simply not 
available. This adds more  complexity to the design of reinforcement algorithms. 

 

Applications of Reinforcement Learning 

There are many applications of RL. Some of the application domains where 
reinforcement learning  is used are listed below:  

• Industrial automation  

• Resource management applications to allocate resource  

• Traffic light controller to reduce congestion of traffic  

• Personalized recommendation systems like news  

• Bidding for advertisement 

• Customized applications  

• Driverless cars  

• Along with deep learning games like Chess and GO  

• Deep mind applications like to generate programs and images 
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