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1 [What are the different types of data? 10 1 1

Ans:

1.1.2  Data Representation

Intormation today comes in different forms such as text, numbers, images, audio, and

video

Text

In data communications. text is represented as a bit pattern, a sequence of bits (Os or
I5). Different sets of bit patterns have been designed to represent text symbols. Each set
is called a code, and the process of representing symbols is called coding. Today. the
prevalent coding system is called Unicode, which uses 32 bits to represent a symbol or
character used in any language in the world. The American Standard Code for Infor-
mation Interchange (ASCII), developed some decades ago in the United States, now
constitutes the first 127 characters in Unicode and is also referred to as Basic Latin.
Appendix A includes part of the Unicode.

Numbers

Numbers are also represented by bit patterns. However, a code such as ASCII is not used
to represent numbers; the number is directly converted to a binary number to simplify
mathematical operations. Appendix B discusses several different numbering systems.

Images

Images are also represented by bit patterns. In its simplest form, an image is composed
of a matrix of pixels (picture elements), where each pixel is a small dot. The size of the
pixel depends on the resolution. For example, an image can be divided into 1000 pixels
or 10.000 pixels. In the second case, there is a better representation of the image (better
resolution), but more memory is needed to store the image.

After an image is divided into pixels, each pixel is assigned a bit pattern. The size
and the value of the pattern depend on the image. For an image made of only black-
and-white dots (e.g., a chessboard), a 1-bit pattern is enough to represent a pixel.

If an image is not made of pure white and pure black pixels, we can increase the
size of the bit pattern to include gray scale. For example, to show four levels of gray
scale. we can use 2-bit patterns. A black pixel can be represented by 00, a dark gray
pixel by O1, a light gray pixel by 10, and a white pixel by I1.

There are several methods to represent color images. One method is called RGB,
<0 called because cach color is made of a combination of three primary colors: red.
orcen, and blue. The intensity ol cach color is measured, and a bit pattern is assigned to




it. Another method is called YCM, in which a color is made of aco

_ mbination of
other primary colors: yellow, cyan, and magenta. fee

Audio

Audio refers to the recording or broadcasting of sound or music. Audio is by natyre
different from text, numbers, or images. It is continuous, not discrete. Even when we
use a microphone to change voice or music to an electric signal, we create a continuoys
signal. We will learn more about audio in Chapter 26.

Video

Video refers to the recording or broadcasting of a picture or movie. Video can either be
produced as a continuous entity (e.g., by a TV camera), or it can be a combination of
images, each a discrete entity, arranged to convey the idea of motion. We will learn
more about video in Chapter 26.

What are the fundamental characteristics of a data communication system?

Ans:
I.1 DATA COMMUNICATIONS

When we communicate. we are sharing information. This sharing can be loca] or

remote. Between individuals. local communication usually occurs face to face. while
remote communication takes place over distance. The term telecommunication, which
includes telephony. telegraphy. and television, means communication at a distance (tele
1s Greek for “far”). The word data refers to information presented in whatever form i
agreed upon by the parties creating and using the data.

Data communications are the exchange of data between two devices via some
form of transmission medium such as a wire cable. For data communications to occur.
the communicating devices must be part of a communication system made up of a com-
bination of hardware (physical equipment) and software (programs). The effectiveness
of a data communications system depends on four fundamental characteristics: deliv-
ery. accuracy. timeliness, and jitter.

1. Delivery. The system must deliver data to the correct destination. Data must be
received by the intended device or user and only by that device or user.

2. Accuracy. The system must deliver the data accurately. Data that have been
altered in transmission and left uncorrected are unusable.

3. Timeliness. The system must deliver data in a timely manner. Data delivered late are
useless. In the case of video and audio, timely delivery means delivering data as
they are produced. in the same order that they are produced, and without signifi-
cant delay. This kind of delivery is called real-time transmission.

4. Jitter. Jitter refers to the variation in the packet arrival time. It is the uneven delay in
the delivery of audio or video packets. For example, let us assume that video packets
are sent every 30 ms. If some of the packets arrive with 30-ms delay and others with
40-ms delay. an uneven quality in the video is the result.

b)

What is Protocol Layering?

Ans:




2.1 PROTOCOL LAYERING

We defined the term protocol in Chapter 1. In data communication and networking
protocol defines the rules that both the sender and recerver and all intermediate device
need to follow to be able to communicate effectively. When communication s simple,
we may need only one simple protocol; when the communication is complex, we Mmay
need to divide the task between different layers, in which case we need a protocol 4

cach layer. or protocol layering.

2.1.1 Scenarios

Let us develop two simple scenarios to better understand the need for protocol layering.
First Scenario

In the first scenario, communication is so simple that it can occur in only one layer.
Assume Maria and Ann are neighbors with a lot of common ideas. Communication
between Maria and Ann takes place in one layer, face to face, in the same language, as
shown in Figure 2.1.

Figure 2.1 A single-layer protocol
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Even in this simple scenario, we can see that a set of rules needs to be followed
First, Maria and Ann know that they should greet each other when they meet. Second.
they know that they should confine their vocabulary to the level of their friendship
Third, each party knows that she should refrain from speaking when the other part
is speaking. Fourth, each party knows that the conversation should be a dialog, nw(le
monolog: both should have the opportunity to talk about the issue. Fifth, they should
exchange some nice words when they leave.

We can see that the protocol used by Maria and Ann is different from the cm.mnu
nication between a professor and the students in a lecture hall. The communication n
the second case is mostly monolog; the professor talks most of the time unless a qudcll:
has a question, a situation in which the protocol dictates that she should raise her h.mf
and wait for permission to speak. In this case, the communication is normally very [of
mal and limited to the subject being taught.

Second Seenario
. : = ) . 1 het
In the second scenario, we assume that Ann is offered a higher-level position Hl "
; 2 i far Fr Mart
company, but needs to move to another branch located in a city very far from !

. ¥ ; N " , A Lcause
The two friends still want to continue their communication and exchange ideas bec




they have come up with an innovative project to start a new business when they both
retire. They decide to continue their conversation using regular mail through the post
office. However. they do not want their ideas to be revealed by other people if the let-
ters are intercepted. They agree on an encryption/decryption technique. The sender of
the letter enerypts it to make it unrcadable by an intruder; the receiver of the letter
decrypts it to get the original letter. We discuss the encryption/decryption methods in
Chapter 31, but for the moment we assume that Maria and Ann use one technique that
makes it hard to decrypt the letter if one does not have the key for doing so. Now we
can say that the communication between Maria and Ann takes place in three layers, as
shown in Figure 2.2. We assume that Ann and Maria each have three machines (or
robots) that can perform the task at each layer.

Figure 2.2 A three-layer protocol
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[et us assume that Maria sends the first letter to Ann. Maria talks to the machine at
the third layer as though the machine is Ann and is listening to her. The third layer
machine listens to what Maria says and creates the plaintext (a letter in English), which
is passed to the second layer machine. The second layer machine takes the plaintext,
encrypts it, and creates the ciphertext, which is passed to the first layer machine. The
first layer machine, presumably a robot, takes the ciphertext, puts it in an envelope,
adds the sender and receiver addresses, and mails it.

At Ann’s side, the first layer machine picks up the letter from Ann’s mail box, rec-
ognizing the letter from Maria by the sender address. The machine takes out the cipher-
text from the envelope and delivers it to the second layer machine. The second layer
machine decrypts the message, creates the plaintext, and passes the plamtext to the
third-layer machine, The third layer machine takes the plamtext and reads it as though
Maria 1s speaking.




Protocol layering enables us to divide a compl{ex (dsk INto severy| smalley ,
pler tasks. For example, in Figure 2.2, we coql'd ,hd(;lc:“dd(m‘l-yj :)nc M
job of all three machines. H()chvcr, if Maria an nnh ,CU( e that th
dccr}'plioﬂ done by the machine is not cn()ugh to prnlccl their secrecy, th
to change the whole machine. In the pl‘csel?l situation, l'hcy n'(:cd !() chang
ond layer machine; the other two can remain the same. This is referred (,
Modularity in this case means independent layers. A layer (module) can be defineg
black hox'wilh inputs and outputs, without concern about how inputs are Lhanpez‘»a
outputs. If two machines provide the same outputs when given the same inputs, e},,.‘
can replace each other. For example, Ann and Maria can buy the second laye, Mach,
from two different manufacturers. As long as the two machines create the sam, upr.ﬁ’[
text from the same plaintext and vice versa, they do the job. &

One of the advantages of protocol layering is that it allows us to separate 11,
services from the implementation. A layer needs to be able to receive a set of o,
vices from the lower layer and to give the services to the upper layer; we don’y Care
about how the layer is implemented. For example, Maria may decide not to buy 15,
machine (robot) for the first layer; she can do the job herself. As long as Marig ¢4,
do the tasks provided by the first layer, in both directions, the communicatio
system works.

Another advantage of protocol layering, which cannot be seen in our simple exam-
ples but reveals itself when we discuss protocol layering in the Internet, is that commu-
nication does not always use only two end systems; there are intermediate systems tha
need only some layers, but not all layers. If we did not use protocol layering, we would
have to make each intermediate system as complex as the end systems, which makes
the whole system more expensive.

Is there any disadvantage to protocol layering? One can argue that having a singls
layer makes the job easier. There is no need for each layer to provide a service to th
upper layer and give service to the lower layer. For example, Ann and Maria could_fmc
or build one machine that could do all three tasks. However, as mentioned above, if opf
day they found that their code was broken, each would have to replace the whole
machine with a new one instead of just changing the machine in the second layer.
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2.1.2  Principles of Protocol Layering
Let us discuss two principles of protocol layering.
First Principle

The first principle dictates that if we want bidirectional communication, We ncc‘v":
make each layer so that it is able to perform two opposite tasks, one in each J‘“"'{:‘;‘_
For example, the third layer task is to listen (in one direction) and ralk (in the ©
direction). The sccond layer needs to be able to encrypt and decrypt. The first B
needs to send and receive mail, — '

Second Principle
The second principle that we need to follow

objects under each layer at both sites should
under layer 3 at both sites should be

¢ the ™

in protocol layering is that '
he 0°
34l

be identical. For example. ! )
a plaintext letter. The object under 13Y¢




both sites should be a ciphertext letter. The object under layer 1 at both sites should
be a piece of mail.

2.1.3  Logical Connections

After following the above two principles, we can think about logical connection
between each layer as shown in Figure 2.3. This means that we have layer-to-layer
communication. Maria and Ann can think that there is a logical (imaginary) connection
at each layer through which they can send the object created from that layer. We will
see that the concept of logical connection will help us better understand the task of lay-
ering we encounter in data communication and networking.

Figure 2.3  Logical connection between peer layers
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Define the term topology and explain the different kinds of topology
available?

Ans:
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Explain the different types of frames in HDLC.
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11.3 HDLC
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link itself. Each frame in HDLC may contain up to six fields, as shown in Figure [1.16::
beginning flag field, an address field, a control field, an information field, a frame check
sequence (FCS) field, and an ending flag field. In multiple-frame transmissions, the ené:
ing flag of one frame can serve as the beginning flag of the next frame.

;igurc. 11.16 HDLC frames

Address | Control . ‘User FCS BUFTH I-trame
. information

Address | Control |FCS$ Flag | S-frame
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Control
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Let us now discuss the fields and thejy use in ditferent frame types
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Control Field for I-Frames

I-frames are designed to carry user data from the network layer. In addition, they can

include flow- and error-control information (piggybacking). The subfields in the con-

trol field are used to define these functions. The first bit defines the type. If the first
bit of the control field is 0, this means the frame is an I-frame. The next 3 bits, called
N(S). define the sequence number of the frame. Note that with 3 bits, we can define a
sequence number between 0 and 7. The last 3 bits, called N(R), correspond to the
acknowledgment number when piggybacking is used. The single bit between N(S)
and M(R) is called the P/F bit. The P/F field is a single bit with a dual purpose. It has
meaning only when it is set (bit = 1) and can mean poll or final. It means pol! whgn
the frame is sent by a primary station to a secondary (when the address field contains
the address of the receiver). It means final when the frame is sent by a secondary to a
primary (when the address field contains the address of the sender).

Control Field for S-Frames iegybacking is eith
Supervisory frames are used for flow and error control wh.enev‘cr plgg}/bd]&lsmb :\l:'i‘ "::
Impossible or inappropriate. S-frames do not have inl‘ormulum helds.. If thu‘h.r:\:l.:d l\ : ,;)
the contro] field are 10, this means the frame is an S-frame. Thc l:nsf 3 h}llt.i»'.\“ fm ~“um:
correspond to the acknowledgment number (ACK) or .ncgullvc al‘ck[n‘(T\: ‘g:l‘g.cld‘m e
ber (NAK ). depending on the type of S-frame. The 2 bits cnllcdl‘ ““,“-' Jn:-s- -u\‘ described
the type of S-frame itself. With 2 bits, we can have four types of S-frames, as

belo:-
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1 Receive not ready (RNR) If the value of the code subfield is 10, is
eceive v (RNR).

frame. This kind of frame 1s an RR fre

edges the receiptofa frame or group of " al the -
' > sceive more frames. estion.,

is busy and cannot receive B SIS . .y
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) Reject (REJ). 1f the value of the code s‘ubﬁeld 15-()I. itis fm RE]J S-frgmc Th ‘
NAK frame. but not like the one used for Selective R(?pcfnt ARQ. It is 4 NAK ;.
can be used in Go-Back-N ARQ to improve thf efficiency of the Proces. ,
informing the sender, before the sender timer expires, that the last frame S Loy
danumed“ The value of N(R) is the negative acknowledgment number,

2 Selective reject (SREJ). 1f the value of the code subfield is 11, it is ap SREJ
frame. This is a NAK frame used in Selective Repeat ARQ. Note that the HDI
Protocol uses the term selective reject instead of selective repeat. The vajy, .
N(R) is the negative acknowledgment number.

Control Field for U-Frames

Unnumbered frames are used to exchange session management and control informg.
tion between connected devices. Unlike S-frames, U-frames contain an informatio
field. but one used for system management information, not user data. As with S-frame;
however, much of the information carried by U-frames is contained in codes included in
the control field. U-frame codes are divided into two sections: a 2-bit prefix before the P

F bit and a 3-bit suffix after the P/F bit. Together, these two segments (5 bits) can be use
to create up to 32 different types of U-frames.

Control Field for U-Frames

Unnumbered frames are used to exchange session management and control informate?
between connected devices. Unlike S-frames, U-frames contain an information fiel
but one used for system management information, not user data. As with S-frame
however, much of the information carried by U-frames is contained in codes include
in the control field. U-frame codes are divided into two sections: a 2-bit prefix befor:

the P/F bit and a 3-bit suffix after the P/F bit, Together, these two segments (5 bits) ¢!
be used to create up to 32 different types of U-frames 8

b)

Explain Simple Protocol and Stop-and-Wait Protocol.

Ans:




11.2.1 Simple Protocol

Our first protocol is a simple protocol with neither flow nor error control. We assume ty
the receiver can immediately handle any frame it receives. In other words, the Teceive
can never be overwhelmed with incoming frames. Figure 11.7 shows the layout for 4
protocol.

Figure 11.7  Simple protocol
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care 11.8 FSMs for the simple protocol
gt :
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Read
Start —{(__
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Example 11.2
Figure 11.9 shows an example of communication using this protocol. It is very simple. The
sender sends frames one after another without even thinking about the receiver.

Figure 11.9  Flow diagram for Example 11.2
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11.2.2 Stop-and-Wait Protocol

Our second protocol is called the Stop-and-Wait protocol, which uses both flow and
-Iror control. We show a primitive version of this protocol here, but we discuss the
More sophisticated version in Chapter 23 when we have learned about sliding windows.
In'this protocol, the sender sends one frame at a time and waits for an acknowledg-
fent before sending the next one. To detect corrupted frames, we need to add a CRC
"¢ Chapter 10) to each data frame. When a frame arrives at the receiver site, it is
L‘thkcd If its CRC is incorrect, the frame is corrupted and silently discarded. The
'\_llcnce of the receiver is a signal for the sender that a frame was either corrupted or lost.
¢y time the sender sends a frame, it starts a timer. If an acknowledgment arrives
before the timer expires, the timer is stopped and the sender sends the next frame (i‘f it
*0ne to send). If the timer expires, the sender resends the previous frame, assuming
that the frame was either lost or corrupted. This means that the sender needs to k(?ep
4Copy of the frame until its acknowledgment arrives. When the corresponding




) y - copy and sends the ne
¢ sender discards the copy h ds the ney, fram,.
line for the Stop-and-Wait protoco). s
can be in the channels at any time

acknowledgment arrives, th
ready. Figure 11.10 shows the out
one frame and one acknowledgment

YOle 11

k iulll’l‘ 11.10 .\"m,v and-Wait protoc ol

the CRC codeword at the sender site. Assume the corruption of the 3rd bit
at the receiver site.
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What is Checksum? Perform Checksum on [7, 13, 14, 12, 2] and verify the 10
same.
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