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INSTITUTE OF
TECHNOLOGY
Internal Assessment Test 1 — September 2025
Subject: Wireless Communication Systems Code: BEC703
Date: | Duration: | 90 mins | Max Marks: | 50 | Sem: | 7 | Branch: ECE
Answer Any FIVE FULL Questions. Each Full Question carries 10 marks.
OBE
Marks CO IRBT
1. | a. Explain the modeling of a wireless channel, highlighting the key factors like [6] COl1]| L3
attenuation factor and path delay.
b. Consider a wireless signal with a carrier frequency of fc = 850 MHz, which is
transmitted over a wireless channel that results in L = 4 multipath components 4]
at delays of 201, 513, 819, 1223 ns and corresponding to received signal
amplitudes of 1, 0.6, 0.3, 0.2, respectively. Derive the expression for the
received baseband signal yy, (t) if the transmitted baseband signal is sp (t).
2. | Explain in detail the significance of Coherence Bandwidth in wireless [10] | COl1| L2
communication. Explore the relation between ISI and Coherence Bandwidth.
3. | a. Explain briefly the concept of RMS Delay Spread. [6] COl| L3
b. Consider the multipath power profile of a wireless channel shown in the Figure [4]
below, comprising L = 4 multipath components. Compute the and RMS delay
spread oXMS for this wireless channel.
i
-10dB—|-
-20 dB—-
Ous Aus 3us  5us
4. | a. Explain in brief the Doppler Fading in Wireless Systems. [6] COl| L3
b. Consider a vehicle moving at 60 miles per hour at an angle of 0 = 30° with the [4]
line joining the base station. Compute the Doppler shift of the received signal at
a carrier frequency of fc = 1850 MHz.
5. | Detail the following: [10] | CO2| L3
a. Generation of Spreading Codes based on Pseudo-Noise Sequences using a
Linear Feedback Shift Register.
b. Balance property and Run-Length property of PN Sequences.
6. | Explain in detail the Advantages of CDMA. [10] | CO2| L2
7. | With the help of a neat block diagram, explain the implementation of the OFDM [10] | CO2| L2
transmitter and receiver using IFFT/FFT.
8. | Detail the Correlation Properties of Random CDMA Spreading Sequences [10] | CO2| L2
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SOLUTION:

Q1

a. Explain the modeling of a wireless channel, highlighting the key factors like attenuation factor
and path delay.

Ans:
a. Explain the modeling of a wireless channel, highlighting the key factors like attenuation factor

and path delay.
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b. Consider a wireless signal with a carrier frequency of f. = 850 MHz, which is transmitted over a
wireless channel that results in L = 4 multipath components

at delays of 201, 513, 819, 1223 ns and corresponding to received signal amplitudes of 1, 0.6,
0.3, 0.2, respectively. Derive the expression for the

received baseband signal yy (t) if the transmitted baseband signal is sp (t).
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Explain in detail the significance of Coherence Bandwidth in wireless communication. Explore the

Q_
2: relation between ISI and Coherence Bandwidth.
Coherence Bandwidth in Wireless Communications

Sol
1. let us define the frequency response H (f ) of the wireless channel as:
2 o,=0pus B, =0
= / h(r) e 27 dr
Jo
(a) (b)

2. Let us begin by considering a simple case corresponding to oy =0,

3. In this scenario, since the delay spread is zero, the wireless channel comprises a single

propagation path.
hirt)=0(7)-

4. Hence, the delay profile h (t) is given as:

5. The corresponding frequency response H (f ) is given as:
H6f:) f/ aodbae > T dr = 1

CMRIT, Bangalord)
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As the delay spread oy increases in Figure(c), the time spread of this
response increases, leading to a decrease in the bandwidth of the
response H (f ) as shown in Figure (d).

(c)

Finally, as the time spread of the response becomes e as shown in
Figure (e), the channel filter becomes an impulse & (f ) as shown in
Figure (f) and the bandwidth of the channel filter reduces to 0.

The coherence bandwidth Bg is then defined as the bandwidth of the (e)
response H (f ), i.e., the frequency band over which the response H (f )

is flat as shown in Figure (d)

Significance of this quantity Bc

Consider any signal x (t) transmitted over the wireless channel, with correspon

Fourier transform X (f ). Y (f) = H(HX ()

X(f)
Transmitted signal

Y(f) = H(f) X(f)
—

Spectrum of
received signal

H(f)

Wireless Channel
Response

If the bandwidth Bs of the signal x (t) is less than Bg, then X (f
spans the flat part of the channel response H (f ).

ding

Input signal
B, spectrum
f
0

Hence, the output : Y (f)=H (f ) X (f)

is simply a scaled version of X (f ) corresponding to the
magnitude of the flat part.

f
-
f

Thus, the input signal spectrum X (f ) is undistorted at the
output.

Such a wireless channel is termed-a flat-fading-channekms s, acsocae G15tOrtion

Professor, CMRIT, Bangalore

Case-2:
* The signal bandwidth Bs is greater than the coherence
bandwidth Bc. [Bs > Bc]

Wireless channel
B response
(3
f
0
| .|\ Undistorted received
B signal spectrum
5
f
0

Fig: Signal bandwidth Bs less than

In this scenario, different parts of the signal spectrum X (f)
experience different attenuations,
i.e., the attenuation is frequency-selective.

Thus, the output spectrum Y (f ) is a distorted version of the
input spectrum X (f ).

/p
i
S

Such a wireless channel is termed a frequency-selective

Input signal

By spectrum

f
0

Wireless channel
B, response
f

0

channel due to the frequency-dependent nature of the
attenuation of the signal.

Distorted received
B, signal spectrum
f
0

Fig: Signal bandwidth Bsgreater than

coherence bandwidth Bcleading

. to distortion in
Hence we can summarize the above as:

signal
Ds < B. = Nodistortionin received signal, i.e., flat fading
By = B, = Distortion in received signaly be.ofiregnencysselective fading
Professar. CMRIT. Ranealote - =

spectrum of received




Relation Between ISI and Coherence Bandwidth

* Consider a Pulse Amplitude Modulated (PAM) signal x (t) of symbol time Ts
transmitted by the base station.

* Let us also consider the presence of a scatter component at a delay of tT1 = Td in
addition to the direct line-of-sight component with a delay 10 = 0.

Sp S, 84 X(t—1)
Direct Path — " [ T,
S S3 S5
NLOS scatter X(t=m)
path T So Sy s,
S_4 S S3 S5
) P:Z» ::“ and Compiled By: Dr. P. Susheelkumar 5., Associate
Prc , CMRIT, Bangalore

* The net signal sensed by the receiver is the sum of the direct and scatter
components, i.e., x (t) and x (t - t0).

* From Figure we can say that if the delay spread o, = T; - T, is comparable to the

symbol time Ts, and
* When these two signals are superposed at the receiver,
the symbol sO from x (t) adds to a different symbol from x (t — t0).

* Forinstance, in the figure, sO adds to s-1, i.e., the previous symbol.

* As the delay spread increases, and the number of interfering paths correspondingly
increases, the severity of ISl increases,

* with several symbols superposing at the receiver. This can be clearly seen in Figure

below:
S, S S,
0 2 4 X(t _ TU)

8 S S

Direct Path — ! 2 2
T, _

s s 5, S x(t—1)

5_4 54 Sy S5

X(t—r
/ 5 5 ry (t—1)

NLOS Scatter —

Path sS4 Sy S3 Sg
x(t—13)
\ o 5 o
s, $1 S3 S5
- o L

Fig: Severe:-ISb-caused-;-?x- multiple scatter components

Frofessor. Bangalore




Criterion for occurrence of ISI

S S, 8y x(t-1)

* When the symbol time Ts is much _ -
Direct Path Ts
larger than the delay spread Td, there ] 51 S5 S
is almost no ISI.

NLOS scatter

path ——__ | So 53 Sy | x(t-1)
* However, as the delay spread Td S 51 5 5
becomes comparable to Ts, it leads to
ISI. o,
| —
* Thus one can empirically state the
criterion for ISI as:
Lf <l QTQ -
* Thus one can empirically state the criterion for ISI as: Td > —TQ
= 5
* The Symbol Time Ts is related to the signal Bandwidth and is expressed
1
as: T, = —
s Bs
. 1
* Also the max delay spread is related as: B, = T
d
1
* Hence we havet; = —
— 2B,
1 1 .
* Therefore, —=-— - Bs = B, |; which is the same
2B; — 2Bs

condition for frequency selective signal distortion

* Hence frequency-selective distortion and inter-symbol interference are
essentially both sides of the same coin.

* Inthe time domain, if the delay spread is much larger compared to the symbol time, it
results in inter-symbol interference.

* Correspondingly, in the frequency domain, this implies that the bandwidth of the signal
is much larger than the coherence bandwidth of the channel.

* Thus, when one tries to push a signal of much higher bandwidth through a channel
filter, with a much smaller bandwidth, we get frequency-selective distortion.

* Thus, to correct for the inter-symbol interference at the receiver, one needs to

intuitively multiply by the inverse of the channel response filter, i.e., , to convert

1
H(f)
the frequency selective channel into a system with a net flat-fading response.

* This process, termed equalization is the different frequency components are being
equalized to a common flat-level.




a. Explain briefly the concept of RMS Delay Spread.

b. Consider the multipath power profile of a wireless channel shown in the Figure below,
comprising L = 4 multipath components. Compute the and RMS delay spread o¥"5 for this
wireless channel.
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a. Explain in brief the Doppler Fading in Wireless Systems.

b. Consider a vehicle moving at 60 miles per hour at an angle of © = 30° with the line joining the
base station. Compute the Doppler shift of the received signal at a carrier frequency of f. = 1850
MHz.




Doppler Fading in Wireless Systems

¢ The Doppler shift associated with an electromagnetic wave is defined as the perceived
change in the frequency of the wave due to relative motion between the transmitter and

(g) — .8

Mobile user
Base station

* The perceived frequency is higher than the true frequency if the transmitter is moving
towards the receiver and lower otherwise.

* Doppler fading is inherent in wireless communications due to the inherent nature of
mobile transceivers, which enables mobility in wireless systems, leading to relative
* motion between the transmitter and the receiver.

* This is different compared to the conventional wired communications, where the inherent
nature of the fixed radio-access medium does not allow for mobility.

Developed and Compiled By: Dr. P. Susheelkumar 5., A

Doppler Shift Computation

* Suppose the mobile station is moving with a velocity v at an angle 6 with the line

joining the mobile and base station. ((‘ )>>
# $ S‘ Base station
* Let the carrier frequency be fc. ; Bi

Mobile user

* The Doppler shift for this scenario is given as:
. () .
fa = (— cos 6’) fe
&

where ¢ = 3 x 108m/s is the velocity of light, i.e., velocity of an electromagnetic
wave in free space.

It can be clearly seen that the Doppler shift increases with the velocity v.

It depends critically on the angle 6 between the direction of motion and the line
joining the transmitter and receiver.

For instance, the Doppler shift is maximum when 8 =0, i, i.e., when the relative
motion is along the line joining the transmitter and receiver.

However, when 6 = 11/2 , i.e., the motion is perpendicular to the receive direction,
the Doppler shift is zero.

Also, the Doppler shift is positive in the sense that the perceived frequency is higher
if:
* 0<6<m/2,in which case cos 8 > 0.

On the other hand, it is negative, leading to a lower perceived frequency than the
transmit frequency if: M/2<B <.




Problem: ((( 0)
Consider a vehicle moving at 60 miles per hour at an angle A / sco station
of 8 = 30° with the line joining the base station. Compute

the Doppler shift of the received signal at a carrier EA"‘

frequency of fc = 1850 MHz. Mobile ussr

Solution: 60 mph = 60 x 1.61 kmph

— 60 x 1.61 X —m/s
18

= 26.8m/s

. U .
Doppler shift fd is expressed as: fa= (— CoSs H) fe
c

26.8 . ;
fa= 3 X)l(,)“" x cos (30°) x 1850 x 108

Den :—raiala&HH- By: Dr. P. Susheelkumar S., Associate
Drafacenr FARIT Ranmalnrs

* Thus, the Doppler shift is fd = 143 Hz.

« Since the mobile user is moving towards the base station, the Doppler shift is positive,

* Hence fr=fc+fd=1850MHz+ 143 kHz =1993 MHz

Detail the following:

a. Generation of Spreading Codes based on Pseudo-Noise Sequences using a Linear Feedback

Shift Register.
. Balance property and Run-Length property of PN Sequences.

Spreading Codes based on Pseudo-Noise (PN) Sequences:

* Consider the codec,=[1,-1, 1, -1].

* Observe that the code looks like a random sequence of +1, -1, or a pseudo-noise
(PN) sequence.

+ This is so termed since it only resembles a noise sequence, but is not actually a
noise sequence.

* One method to generate such long spreading codes based on PN sequences for a
significantly large N is through the employment of a Linear Feedback Shift

Register (LFSR).




Fig: Linear feedback shift register

Feedback

X=X _3®X 4

» Shift register architecture where the element D represents delays.

* Thus, the digital circuit therein contains D = 4 delay elements or shift registers.
* The input on the left is denoted by X;

» And the outputs of the different delays are : X1, X5, Xia, Xig

* Let X;, also denote the final output of the system.

* Thus, the governing equation of the circuit: X; = X; 3& X; 4

* Thus, the governing equation of the circuit: X, = X, 35 X,_4
* The above equation is a Linear Equation
* Since it implements a linear relation, with feedback and uses delay elements or

shift registers,
* The Circuit is also termed a Linear Feedback Shift Register (LFSR) architecture

The next input (Current State of the system), i.e., X; depends on X;_;, X, 5, Xi_a,
Xi_4, this can also be thought of as the current state of the system.

Consider initializing the system in the state X, ,=1, X, ,=1, X; 5=1, X,_,=1.
Thus, we have the corresponding Xi given

_\’,' — ‘\r,',;g S, ‘\f;',_l =1451=0

* Consider initializing the system in the state X; ;=1, X, ,=1, X; 5;=1, X; ,=1.

* Xi=0

At the next instant, X; shifts to X; ; and subsequent shifts to yield:
Xi.1=0, Xi»=1, X;i3=1, Xi4=1.

Hence the states change from:
1111= 0111= 0011 = 0001= 1000 == 0100 = 0010 == 1001 == 1100 ==

= 0110= 1011= 0101 =~ 1010 =» 1101= 1110 = 1111

* Here the LFSR goes through the sequence of 15 states before reentering the
state 1111.




* Hence the system goes through
« 20-1=2%-1=15states.

* The maximum number of possible states for D =4 is 2° = 16.

* However, the LFSR can be seen to go through all the possible states except one,
* which is the 0000 or the all-zero state

* |f the LFSR is initialized in the 0000 state, it continues in the 0000 state
* LFSR never gets out of the all zero states
* Hence, it is desired that the LFSR never enter the all-zero state.

* Such an LFSR circuit which goes through the maximum possible 2D - 1 states, without
entering the all-zero state is termed :
* Maximum-Length Shift Register circuit or maximum length LFSR

The generated PN sequence is termed a maximum-length PN sequence.

1111= 0111= 0011 = 0001= 1000 == 0100 = 0010 == 1001 = 1100 =

= 0110= 1011= 0101 = 1010 == 1101= 1110 = 1111

* For the above LFSR, the maximum-length PN sequence is the sequence of outputs at
Xi.4 givenas:
PN Sequence = 111100010011010

* We map the bits 1, 0 to the BPSK symbols

* -1, +1 to get the modulated PN sequence,

PN sequence=—-1 -l -1 -1+1+1+1-1+1+1—-1-1+1—-1+1

Properties of PN Sequences

1. Balance Property

= Counting the number of -1 and +1 chips in the sequence, it is seen that the number of
-1s is one more than the number of +1s. This is termed the balance property of the
PN sequence.

* This fundamentally arises from the noiselike properties of PN sequences.
* If we are generating random noise of +1, -1 chips, with P (Xi=+1)=P (Xi=-1)=%
= we expect to find on an average that half the chips are +1 and the rest are -1.

* Inthe above case, however, as the total number of chips is an odd number,
i.e., 15, it is not possible to have an exactly even number of +1, —-1s. Hence, we
observe that the number of +1, —1s is close to half the total number, i.e., eight
-1s and seven +1s.

* Thus, the balance property basically supports the notion of a noiselike PN chip
sequence.




2. Run-Length Property:
* Arunis defined as a string of continuous values.

* There are a total of 8 runs in this PN sequences.
* Forinstance, the first run -1, -1, -1, -1 is a run of length 4.
* Thus, there is one run of length 4.

* Similarly, there is one run +1, +1, +1 of length 3, and
* two runs of length 2, viz., -1, -1, +1, +1.

* Finally, it can also be seen that there are 4 runs of length 1,
* viz., two runs of +1 and two runs of -1.

* Thus, there are a total of 2(°-1) = 8 runs.
* Qut of the 8 runs, it can be seen that:
* 1,i.e, 1/8 of the runs are of length 3,
* 1/4 of the runs are of length 2 and
* 1/2 of the runs are of length 1.

¢ This is termed the run-length property of PN sequences and can be generalized as
follows.

* Consider a maximal length PN sequence of length 2P-1
* Qut of the total number of runs in the sequence,

* 1/2 of the runs are of length 1,

* 1/4 of the runs are of length 2,

» 1/8 of the runs are of length 3,

* andsoon.

* For instance, consider a random IID sequence of +1, -1.

* Insuch a sequence, one would expect the average number of +1 or -1 to be half the
total chips.

¢ Further, the number of strings +1, +1 or -1, -1, i.e., runs of length two would be
expected to comprises 1/4 of the total runs.

« This arises since the probability of seeing two consecutive +1, +1 symbols is

| —

P(X,=+1, Xip1 =+1) = - x = =

2| =

1
4
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Explain in detail the Advantages of CDMA.




Advantages of CDMA
Advantage 1: Jammer Margin

* CDMA is inherently characterized by Jammer Suppression over other conventional
cellular systems.

* A jammer is basically a malicious user in a communication network who transmits
with a very high power to cause interference, thus leading to disruption of
communication links.

« Jammers are of significant concern, especially in the context of highly secure
communication systems such as those used for military and defense purposes.

High-power disruptive

* The effect of jammer suppression in a CDMA system can be jamming signal
understood as follows. << ))

+ Consider a communication system in which the signal x (n)
of the power P is received in the presence of additive white
Gaussian noise w (n) of power ¢?,, @ @

Jammer User

* The effect of jammer suppression in a CDMA system can be understood as follows:

+ Consider a communication system in which the signal x (n) of the power P is received in
the presence of additive white Gaussian noise w (n) of power a2,

* The baseband system model for this communication system can be expressed as:
y(n)=z(n)+w((n)

« Hence, the SNR at the receiver is SNR = £

g’

* However, in the presence of a jamming signal x; (n) of power P;, the received signal y (n)
13- y(n)=x(n)+z;(n)+w(n)

« Thus, the jammer interferes with the signal reception and the signal-to-interference-

noise power ratio (SINR) can be calculated as :

* SINR=——
Pjtoy,

From a CDMA Systems Perspective: Consider now a CDMA system in which :

* The transmitted signal x (n) is a spread-spectrum signal.

. . P
* The SINR for a CDMA System will be: SINR = 57—

+ %%
N

4

* Thus, we observe that the jamming power Pj is suppressed by a factor of N.

* Further, as the spreading factor N increases, the jammer suppression increases, minimizing
the impact of the jammer on the communication system.
* This is termed jammer suppression in CDMA systems.

* Hence, CDMA which is inherently tolerant to jamming attacks which is highly attractive for
defence applications.

* Also, the gain of N in this context of jammer suppression is also termed the jammer
margin.

* Thus, the jammer margin is equal to N, i.e., the spreading length of the CDMA codes.




Advantage 2: Graceful Degradation

* Graceful degradation is another key property of CDOMA-based wireless networks and
also allows for much maore efficient interference management, which ultimately leads
to universal frequency reuse and higher spectral efficiency.

* Consider the expression for the SINR at the user O : SINR Py
oL Y ), 3 -
R
P
— _\._ x j\—ﬂ‘)
k=0 an' +op

« At this point, assume that another user, i.e., a user with index (K + 1) joins the
network.

Ci.1 (n) denote his transmitted symbol and spreading code respectively.

* The SINR of the user 0 now changes to:

Advantage 2: Graceful Degradation

P
SINR = —- L ———
* The SINR of the user 0 now changes to: Nttt RFt+F +H
F
=N K+1 - 9
k=0 Fk+ o

* Thus, the addition of a new user (K + 1) with power P, only causes an incremental

. P
interference of % at the user 0.

* Further, in general, for any user i = (K + 1), the additional interference due to the

. . . . P
introduction of this new user is % .

* Therefore, the addition of the new user (K + 1) does not adversely affect any single
user.

* Rather, the additional interference caused by this new user is shared amongst all the
existing users in the system leading to interference distribution.

* Therefore, the addition of the new user (K + 1) does not adversely affect any single
user.

* Rather, the additional interference caused by this new user is shared amongst all the
existing users in the system leading to interference distribution.

» This sharing of the interference by all the existing users leads to a graceful degradation
of the SINR at each user.

* This is termed the graceful degradation property of COMA systems.




Interference
from cell 1

Advantage 3: Universal Frequency Reuse: %

* Consider a cellular network organized into cells as shown : A

Cell 1

+ . Consider two adjacent cells CO, C1 e

Intercell interference for the user 0 on the cell edge

+ Assume now that the same frequency f is allotted for transmission to users in both
Co, C1.

+ Let x0 (n) with power PO denote the signal of the user on the frequency f in the cell
0,
« while x1 (n) with power P1 denotes the signal of the user in the cell 1.

* Since both the signals are being transmitted on the identical frequency f, they will
interfere with each other.

* Hence the received signal yO (n) at the user 0 is given as:

yo(n)=zo0(n)+ x1(n) +w(n)
Se=—— S——

) v
Signal Interferer from C'; Noise
. P
* Hence, the SINR at the user 0 is given as SINR = ——..
P+

* This is similar to the jamming interference case described before.

* Thus, if the same frequency f is allocated in adjacent cells, it will cause heavy
interference and degradation of user SINR results from adjacent cell interference.

¢ Thus, in a typical 1G or 2G cellular network such as GSM,
only a fraction of the total available frequencies are
allocated in each cell, carefully avoiding the allocation
of the same frequency in adjacent cells.

* Hence, to avoid adjacent cell interference, any of the frequencies allocated to C,
cannot be allocated to its neighbours Cy, C,, ..., C;.

* This holds true for all the cells in the network.

* Hence, only 1/7 of the total available frequency bands can be allocated to each cell.




« This factor 1/7 is termed the frequency-reuse factor of the cellular network.

* Thus, since only a fraction of the frequencies are used in the cell, the total spectral
efficiency is proportional to the frequency-reuse factor, resulting in a rate which is 1/7
compared to that of using all the available bandwidth, since the capacity is linearly related
to bandwidth.

In the context of a CDMA network:

* Assuming that the same frequency f is allotted for transmission to users in both CO, C1.

* However, let x0 (n) with power PO is now transmitted on code C, (n), while x; (n) with
power P; is transmitted in the cell 1 on the random code ¢, (n).

* Hence, now similar to the jammer scenario in a CDMA system, the interference caused
by the user on the identical frequency f in the adjacent cell is now reduced by a factor of
N to P1/N . Therefore, the SINR is now given as,

* Hence, now similar to the jammer scenario in a CDMA system, the interference caused
by the user on the identical frequency f in the adjacent cell is now reduced by a factor

of N to P1/N . Therefore, the SINR is now given as: P,
SINR = ——
St

2
Ty
N

* Thus, the interference of each user is limited to a fraction 1/N of the interferer power

* This is a great advantage of CDMA, which implies that the same frequency bands can be
used in all cells across the network.

* Another way of stating this is that the fraction of bands used in each cell is 1, i.e., all the
bands.

* Therefore, this is termed universal frequency reuse or equivalently, as a cellular network
with frequency reuse factor 1.

* Thus, compared to GSM, which uses only 1/7 of the frequency bands in each cell, CDMA
can use all the available frequency bands in each cell.

* This right away leads to an increase of the spectral efficiency and resulting capacity by a
factor of 7.

*  Thus, CDMA-based cellular networks have a much higher capacity compared to
conventional 1G and 2G cellular networks.

With the help of a neat block diagram, explain the implementation of the OFDM transmitter and
receiver using IFFT/FFT.




* Consider the MCM transmit signal s (t).
¢ |t is band-limited to the bandwidth B (total bandwidth).

* The associated sampling time is Ts = 1/B.

* Consider now the composite MCM signal given:

y(t)=s(t) = inﬁj‘h_n‘;f = Zzyif—_:.iQ«*r"%f
i i
* The u™ sample at time instant t = uT; = % is given as:

General definition of DFT:

N-1
—jizn
z(u) = Z Xé(-'ﬂ”% Fln] = kz_; flkle”?~™  (n=0:N—1)

Prepared By: Dr. P. Susheelkumar S., Professor, ECE, CMRIT, Banga :=D]' I Courtesy: Aditya Jagannatham, Author — Principles of Wireless Communication Systems

From the above equivalence we can say that:
* The RHS of expression represents a DFT

* Hence x(u) in time domain should be the inverse DFT (IDFT) coefficient of the
information symbols X (0), X (1), ..., X (N - 1) at the ut time point.

* Thus, the Inverse Fast Fourier Transform (IFFT) can be conveniently employed to
generate the sample (composite) MCM signal
(which was proposed by Weinsten and Ebert in 1971)

* Hence it drastically reduces the complexity of implementing an OFDM system since it
eliminates the need for the bank of modulators corresponding to the different
subcarrier frequencies.

* This technique, where the MCM signal is generated by employing the IFFT operation is
termed Orthogonal Frequency Division Multiplexing, or OFDM.

Reception and Detection:

* At the receiver, to recover the information symbaols, one can correspondingly
employ an FFT operation.

* Schematic figures of the OFDM transmitter and receiver with the IFFT and FFT
blocks are given below:




Samples at
%0 o) rate B
SIP i IFFT | PIS /
|[ym— i I —
Sytreiols demux 1 N i mux To Channel
X(N-1) Xx(N-1)
Serial to parallel N =# of For transmission
conversion subcarriers over the channel

Figure 74 OFDM transmitter schematic with IFFT

N information
symbols

x(0) X(0)

Serial symbol stream
Samples " S/P N-pt P/S >

from channel demux ‘ FFT ‘ mux X(0), X(1), o, X(N—1)

x(N-1 X(N-1)
To demodulate Parallel to serial
symbol on each multplexing
subcarrier

Replaces the bank of
modulators in MCM

Figure 7.5 OFDM receiver schematic with FFT

Detail the Correlation Properties of Random CDMA Spreading Sequences

Correlation Properties of Random CDMA Spreading Sequences:

Let C (i), 0<i <N - 1 be the Chip sequence assigned for kth user

Hence P (C(i) = +1) =P (C(i) =-1) = 1/2.

1 1 i
* Hence we have: E{(-'A- (,)} - E W% (_|_1) + 5 (_1) = 0.

And its advisable or important to choose sequences containing Independent Identically
Distributed (11D) chips, and satisfying the property :

E{ck (i) cx ()} = E{ex ()} E{ex ()} =0x0=0

* The above property implies that each chip C(i) is uncorrelated with chip C,(j).
* Similarlv we can choose independent sequences for different users, that is:

E{ck (i) (j)} =E{ck ()} E{c(j)}

* Let ry (k) denote the autocorrelation of the chip sequence of the user 0,

corresponding to a lag k = 0. This can be expressed as
N-1

700 (k) = % Z Cp (i) co (i — t'i‘,)

i=0
* The average or Expected Value of ry, (k) can be expressed as:

1 N-1
E {‘I'()() U\)} =E {‘\—r Z (&3] (.’) Cp (l —_ A)}

=0

g Nt
N Z E{co (i)co (i — k)}

i=0

1 N-1
~ > E{co )} E{eo (i — K)}

1=0

1 N-1
=< Z 0=0

=0
Thus the average value or the expected value of the correlation E {ry, (k)} is zero for lags k # 0.




To compute the variance of the autocorrelation r, (k), consider 7,02 (k) given as:

N-1
. 1
rﬁr)(‘-‘J:_\—.z(Zf‘n )(n(’—ﬁ)(zf f[)J—A)

i=0 j=0

1

N-1N
ZZ i)ep(i—E)eo(F)eo(f— k)

w

* Incase where i # j, we have
Efco(i)eo(i —=k)eg(f)eo (i —k)} =E{eg (i) eo(i — k) E{eg (i) col(d — k) }
=E{eco ()} E{co (i — k)} E{co (§)}E{eo (7 — k)
=0

* Whereas if i=j, we have
Efco(i)eo(i—k)co(f)eo(G—k)} =E{eq (i) eo (i — k) co (i) co (i — k)}

— 2 {(e0 )} B { (o i =17}
=1lx1=1
1 N-1N-
Hence the variance of ryg(k):  E {13, (k)} = N7 Z Z {eo (i) eo(i—k)eo () eo (7 —K)}

N-1

N-
1 1
:—22_ r“ (i)ef ( i—k)} e E 1= ~7 x N =X

i=1

Also the autocorrelation corresponding to a lag of k = 0 can be readily seen to be given as:

1 N-1 1 N-1
E{f'(m (U)} =E {ATZ Cp ('f)(’()(f)} = T Z E{((z) (i)}

i=0 i=0

1
Summary: Z_ZL sy N =l
1) The autocorrelation properties of the random spreading sequence fork =0, is ry (k) =

2) Fork#0, rog (k) is a random variable with E {ry, (k)} = 0 and variance E {rgoz(k)} =1/N.




