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1 Define self-information, entropy and information rate. Consider transmission of pictures in a 

black and white television, there are about 3.25 𝑀𝑒𝑔𝑎𝑝𝑖𝑥𝑒𝑙𝑠/𝑓𝑟𝑎𝑚𝑒 . For a good 

reproduction, 15 brightness levels are necessary. Assuming that all the levels are equally 

likely to occur, find the rate of transmission if one frame is transmitted in every 3𝑠𝑒𝑐. 
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 Definition of each terms 

No. of different frames =  𝟏𝟓𝟑.𝟐𝟓𝑿𝟏𝟎𝟔
 

Entropy 𝑯(𝒔) = 𝟏𝟐. 𝟔𝟗𝟕 𝐗 𝟏𝟎𝟔 𝒃𝒊𝒕𝒔/𝒇𝒓𝒂𝒎𝒆 

Symbol rate 𝒓𝒔 =
𝟏

𝟑
 𝒇𝒓𝒂𝒎𝒆/𝒔𝒆𝒄 

Average information rate 𝑹𝒔 = 𝟒. 𝟐𝟑𝟐𝟑 𝐗 𝟏𝟎𝟔 𝒃𝒊𝒕𝒔/𝒔𝒆𝒄 
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2 Prove that 𝐻(𝑆) ≤  𝑙𝑜𝑔2𝑞  bits/symbol, where 𝑞  is the number of symbols in the source 

alphabet. 
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 Entropy is non negative 

Entropy is symmetric 

Entropy has boundaries 

Entropy is additive 

Proof for 𝑯(𝑺) ≤  𝒍𝒐𝒈𝟐𝒒 
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3 The state diagram of a Markov source is shown in the fig. 3. Show that 𝐺1 ≥  𝐺2  ≥ 𝐻. 
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Fig. 3 
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 𝑯𝟏 = 𝟎. 𝟖𝟏𝟏𝟑 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎𝒃𝒐𝒍 

𝑯𝟐 = 𝟎. 𝟖𝟏𝟏𝟑 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎𝒃𝒐𝒍 

𝑯 = 𝟎. 𝟖𝟏𝟏𝟑 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎𝒃𝒐𝒍 

Code tree taking state 1 as initial state 

Code tree taking state 2 as initial state 

𝑮𝟏 = 𝟏. 𝟓𝟔 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎𝒃𝒐𝒍 

𝑮𝟐 = 𝟏. 𝟐𝟖 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎𝒃𝒐𝒍 

𝑮𝟏 ≥  𝑮𝟐  ≥ 𝑯 
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4 Apply Shannon’s encoding technique for the message, 𝑆 =  {𝑎, 𝑏, 𝑐, 𝑑, 𝑒} , where each 

letter is associated with probabilities 𝑃 =  {
1

4
,

3

16
,

1

8
,   

1

16
,   

3

8
}  respectively. Calculate the 

code redundancy. 
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 Obtaining the Codes  

Symbols Prob CW 𝒍𝒊 

e 𝟔

𝟏𝟔
 

00 2 

a 𝟒

𝟏𝟔
 

01 2 

5 



b 𝟑

𝟏𝟔
 

101 3 

c 𝟐

𝟏𝟔
 

110 3 

D 𝟏

𝟏𝟔
 

1111 4 

 

 Average length, 𝑳 = 𝟐. 𝟒𝟑𝟕𝟓 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎 2   

 Entropy, 𝑯(𝑺) = 𝟐. 𝟏𝟎𝟖𝟓 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎 2 

 Efficiency, 𝜼𝒔 = 𝟎. 𝟖𝟔𝟓  

 Redundancy, 𝑹𝜼𝒔 = 𝟎. 𝟏𝟑𝟓  

 𝜼𝒔 = 𝟖𝟔. 𝟓% ; 𝑹𝜼𝒔 = 𝟏𝟑. 𝟓% 1 

5 Given the symbols 𝑆 =  {𝑦1, 𝑦2, 𝑦3, 𝑦4, 𝑦5 , 𝑦6}  with respective probabilities 𝑃 =

 {0.02, 0.08, 0.1, 0.2, 0.2, 0.4}, construct a binary code by applying Shannon-Fano encoding 

procedure. Determine the code efficiency and redundancy. Draw the code tree for the same. 
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 Obtaining the codes 

Symbols Prob CW 𝒍𝒊 

𝒚𝟔 0.4 00 2 

𝒚𝟓 0.2 01 2 

𝒚𝟒 0.2 10 2 

𝒚𝟑 0.1 110 3 

𝒚𝟐 0.08 1110 4 

𝒚𝟏 0.02 1111 4 

 

6 

 Average length, 𝑳 = 𝟐. 𝟏𝟗𝟒 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎 1 

 Entropy, 𝑯(𝑺) = 𝟐. 𝟑 𝒃𝒊𝒕𝒔/𝒔𝒚𝒎 1 

 Efficiency, 𝜼𝒔 = 𝟎. 𝟗𝟓𝟑𝟗  

 Redundancy, 𝑹𝜼𝒔 = 𝟎. 𝟎𝟒𝟔𝟏  

 𝜼𝒔 = 𝟗𝟓. 𝟑𝟗% ; 𝑹𝜼𝒔 = 𝟒. 𝟔𝟏% 1 

 Code tree 1 

6 Consider a zero memory source with S = {!, @, #, $, %,^, &} appearing with probabilities P = 

{0.4, 0.2, 0.1, 0.1, 0.1, 0.06, 0.04} respectively. Apply Huffman coding and determine the code 

efficiency and redundancy. 
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 Obtaining the code 

Symbols Prob CW 𝒍𝒊 

! 0.4 00 2 

@ 0.2 11 2 

# 0.1 011 3 

$ 0.1 100 3 

% 0.1 101 3 

^ 0.06 0100 4 

4 



& 0.04 0101 4 

 

 Average length, L = 2.5 bits/symbol 1 

 Entropy, H = 2.419 bits/symbol 2 

 Code efficiency = 96.76% 2 

 Code redundancy = 3.24% 1 

7 Consider a source 𝑆 = {𝑎, 𝑒, 𝑡} appearing with probabilities 𝑃 =  {0.2, 0.5, 0.3} . Encode tea 

using arithmetic coding and generate a tag. 
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 Obtaining the code 9 

 Generating the tag; 𝒕𝒂𝒈 = 𝟎. 𝟔𝟑𝟓 1 

  


