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	Explain the components of digital image processing with fundamental steps
Solution:-
[image: image2.emf]
a typical general-purpose system used for digital image processing. The function of each component is discussed in the following paragraphs, starting with image sensing. With reference to sensing, two elements are required to acquire digital images. The first is a physical device that is sensitive to the energy radiated by the object we wish to image. The second, called a digitizer, is a device for converting the output of the physical sensing device into digital form. For instance, in a digital video camera, the sensors produce an electrical output proportional to light intensity. The digitizer converts these outputs to digital data. 

Specialized image processing hardware usually consists of the digitizer just mentioned, plus hardware that performs other primitive operations, such as an arithmetic logic unit (ALU), that performs arithmetic and logical operations in parallel on entire images. One example of how an ALU is used is in averaging

images as quickly as they are digitized, for the purpose of noise reduction. This type of hardware sometimes is called a front-end subsystem, and its most distinguishing characteristic is speed. In other words, this unit performs functions that require fast data throughputs (e.g., digitizing and averaging video

images at 30 frames/s) that the typical main computer cannot handle. The computer in an image processing system is a general-purpose computer and can range from a PC to a supercomputer. In dedicated applications, sometimes custom computers are used to achieve a required level of performance,

but our interest here is on general-purpose image processing systems. In these systems, almost any well-equipped PC-type machine is suitable for off-line image processing tasks. Software for image processing consists of specialized modules that perform specific tasks. A well-designed package also includes the capability for the user to write code that, as a minimum, utilizes the specialized modules. More sophisticated software packages allow the integration of those modules and general-purpose software commands from at least one computer language. 

Mass storage capability is a must in image processing applications. An image of size pixels, in which the intensity of each pixel is an 8-bit quantity, requires one megabyte of storage space if the image is not compressed. When dealing with thousands, or even millions, of images, providing adequate storage in an image processing system can be a challenge.
Image displays in use today are mainly color (preferably flat screen) TV monitors. Monitors are driven by the outputs of image and graphics display cards that are an integral part of the computer system. Seldom are there requirements for image display applications that cannot be met by display cards available commercially as part of the computer system. In some cases, it is necessary to have stereo displays, and these are implemented in the form of headgear containing two small displays embedded in goggles worn by the user. 

Hardcopy devices for recording images include laser printers, film cameras, heat-sensitive devices, inkjet units, and digital units, such as optical and CDROM disks. Film provides the highest possible resolution, but paper is the obvious medium of choice for written material. For presentations, images are displayed on film transparencies or in a digital medium if image projection equipment is used. The latter approach is gaining acceptance as the standard for image presentations.

Networking is almost a default function in any computer system in use today. Because of the large amount of data inherent in image processing applications, the key consideration in image transmission is bandwidth. In dedicated networks, this typically is not a problem, but communications with remote sites via the Internet are not always as efficient. Fortunately, this situation is improving quickly as a result of optical fiber and other broadband technologies.
	[10]
	CO1
	L1

	2
	Explain Image sensing and Acquisition. Explain how digital image is formed
Solutions:- 

the three principal sensor arrangements used to transform illumination energy into digital images. The idea is simple: Incoming energy is transformed into a voltage by the combination of input electrical power and sensor material that is responsive to the particular type of energy being detected. The output voltage waveform is the response of the sensor(s), and a digital quantity is obtained from each sensor by digitizing its response. In this section, we look at the principal modalities for image sensing and generation.

Image digitizing is discussed

[image: image3.emf]FIG 1

[image: image4.emf]FIG 2

Image Acquisition Using a Single Sensor

Figure 2 shows the components of a single sensor. Perhaps the most familiar sensor of this type is the photodiode, which is constructed of silicon materials and whose output voltage waveform is proportional to light.The use of a filter in front of a sensor improves selectivity. For example, a green (pass) filter

in front of a light sensor favors light in the green band of the color spectrum. As a consequence, the sensor output will be stronger for green light than for other components in the visible spectrum. In order to generate a 2-D image using a single sensor, there has to be relative displacements in both the x- and y-directions between the sensor and the area to be imaged. Figure 2 shows an arrangement used in high-precision scanning, where a film negative is mounted onto a drum whose mechanical rotation provides displacement in one dimension. The single sensor is mounted on a lead screw that provides motion in the perpendicular direction

[image: image5.emf]
Above figure shows image formation from sensor and digital image formed by sampling and quantiazation.
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	For the given Image matrix, obtain short path 4 Adjacency, 8 Adjacency, and M Adjacency, for  i) [0,2] ii) [0 1 3] also note the distance calculation between pixel p and q
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Solutions:-
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	Explain bas
ic Intensity transformation functions. Explain how to increase contrast and brightness in an image.
Solutions:-
[image: image9.wmf]Fig 1
[image: image10.wmf]Fig 2

[image: image11.wmf]fig 3

Explain each transformation used.

1 Inverse transformation (Image negatives) 

g(x, y) = L- 1- f(x, y)
2 Log transformation

 S= clog(1+r)
3 Power transformation(Gamma transformation)
 s = cr^y
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	Consider a hypothetical 3 bit image of size 75 x 75 pixels having intensity distribution as show in table 1, obtain the histogram equalization for the image, and plot all the intensity variations. It is also desired to transform this histogram to that of specified histogram as given in table 2, show a sketch of this histogram.

Solutions:-
[image: image12.emf]
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	zq
	Specified Pz(Zq)

	0
	0.00

	1
	0.05

	2
	0.10

	3
	0.12

	4
	0.21

	5
	0.15

	6
	0.20

	7
	0.17


Table 1:- Intensity distribution 



Table 2:- Specified Histogram levels
	rq
	Nq
	PDF, Pr(rq) = Nq/MN

	0
	120
	0.10

	 1
	325
	0.12

	2
	891
	0.20

	3
	745
	0.18

	4
	1021
	0.16

	5
	1521
	0.12

	6
	775
	0.10

	7
	227
	0.02




