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1.Explain JPEG encoder with a neat diagram. 

 

Source image is made up of one or more 2-D matrices of values 
 2-D matrix is required to store the required set of 8-bit grey-level values that represent the image 
 For the colour image if a CLUT is used then a single matrix of values is required 
 If the image is represented in R, G, B format then three matrices are required 
 If the Y, Cr, Cb format is used then the matrix size for the chrominance components is smaller than 
the Y matrix ( Reduced representation) 
Once the image format is selected then the values in each matrix are compressed separately using 
the DCT 
 In order to make the transformation more efficient a second step known as block preparation is 
carried out before DCT 
 In block preparation each global matrix is divided into a set of smaller 8X8 submatrices (block) which 
are fed sequentially to the DCT  
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Image preparation 

 
Using DCT there is very little loss of information during the DCT phase 
 The losses are due to the use of fixed point arithmetic  
 The main source of information loss occurs during the quantization and entropy encoding stages 
where the compression takes place 
 The human eye responds primarily to the DC coefficient and the lower frequency coefficients (The 
higher frequency coefficients below a certain threshold will not be detected by the human eye) 
  This property is exploited by dropping the spatial frequency coefficients in the transformed matrix 
(dropped coefficients cannot be retrieved during decoding) 
In addition to classifying the spatial frequency components the quantization process aims to reduce 
the size of the DC and AC coefficients so that less bandwidth is required for their transmission (by 
using a divisor) 
 The sensitivity of the eye varies with spatial frequency and hence the amplitude threshold below 
which the eye will detect a particular frequency also varies 
 The threshold values vary for each of the 64 DCT coefficients and these are held in a 2-D matrix 
known as the quantization table with the threshold value to be used with a particular DCT coefficient 
in the corresponding position in the matrix 
The choice of threshold value is a compromise between the level of compression that is required 
and the resulting amount of information loss that is acceptable 
 JPEG standard has two quantization tables for the luminance and the chrominance coefficients. 
However, customized tables are allowed and can be sent with the compressed image 
Image compression 
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At the top level the complete frame-plus-header is encapsulated between a start-of-frame and an 
end-of-frame delimiter which allows the receiver to determine the start and end of all the 
information relating to a complete image 
 The frame header contains a number of fields 
   - the overall width and height of the image in pixels 
   - the number and type of components (CLUT, R/G/B, Y/Cb/Cr) 
    - the digitization format used (4:2:2, 4:2:0 etc.)  
At the next level a frame consists of a number of components each of which is known as a scan 
The level two header contains fields that include: 
   - the identity of the components 
   - the number of bits used to digitize each component 
   - the quantization table of values that have been used to encode each component 
 Each scan comprises one or more segments each of which can contain a group of (8X8) blocks 
preceded by a header 
 This contains the set of Huffman codewords for each block  

 

2.Explain LPC encoder and decoder with a help of neat diagram 

All algorithms must be sampling, digitization and quantization  using DPCM / ADPCM  
DSP crcuits help in analyzing the signal based on  the required features (perceptual) and then 
quantized  
Origin of sound is also important – vocal  tract excitation parameters 
Voiced sounds-generated through vocal chords 
Unvoiced sounds – vocal chords are open 
These are used with proper model of vocal tract to produce synthesized speech  
After analyzing the audio waveform , These are then quantized and sent and the destination uses 

them,together with a sound synthesizer,to regenerate a sound that is perceptually comparable with 

the source audio signal.this is LPC technique. 

Three feature which determine the perception of a signal by the ear are its: 



                                                                               IAT 3     
– Pitch 
– Period 
– Loudness 

The i/p waveform is first sampled and quantized at a  defined rate 
Segment- block of sampled signals  are analyzed to define perceptual parameters of speech 
The speech signal  generated by the vocal tract model  in the decoder is the present  o/p signal  of 
speech synthesizers and linear combination of previous set of model coefficients  
The output of  encoder is a set of  frames ,each frame consists of fields for pitch and loudness  

 

 
 
3, 
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4.Explain in detail the concept of streaming video across the internet. 
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5.Explain the principal of video compression with the neat sketch. 

The digitization format defines the sampling rate that is used for the luminance  ,Y ,and two 
chrominance,Cb and Cr 
A technique used is based on combination of preceeding and  succeeding frame . 
Instead of  video as set of  compressed frames, difference between actual frame and predicted 
frame contents is sent- motion estimation and motion compensation . 
Frame type 
I-frame- Intracoded 
I-frames are encoded without reference to any other frames 
GOP:The number of frame between successive  I-frames 
P-frame:intercoded 
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encoding of a p-frame is relative to the contents of either a preceding I-frame or a preceding P-
frame 
The number of P-frames between I-frame is limited since any errors present in the first P-frame will 
be propagated to the next 
B-frame:their contents are predicted using search regions in both past and future frames 
PB-frame:this does not refer to a new frame type as such but rather the way two neighboring P- and 
B-frame are encoded as if they were a single frame 
D-frame:only used in a specific type of application. It has been defined for use in movie/video-on-
demand application  

 

 

 
MOTION ESTIMATION AND COMPENSATION  
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The encoded contents of both p and B frames are  predicted by estimating any motion that  has 
taken place between the present frame and the preceeding  I or P frame and in B frames the 
succeeding  P or I frames. 
The digitized contents of Y matrix of each frame is divided into two dimensional matrix (16x16) pixels 
– macroblock  
4:1:1 is considered and Cb Cr will be 8x8 pixels 
Block size for DCT is also 8x8, A macroblock contains 4 DCT blocks for Y and one each for two 
chrominance signals  
P frame encoding  
For encoding p frame, the contents of each macroblock in the target frame is compared with the  
corresponding macroblock in the I or Pframe – reference frame. 
If  there is a close match then the address of the macroblock is coded else the search is continued for 
the  nearby macroblock  
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If a close match is found then two parameters are encoded. Motion vector,  the(x,y)  offset of the 
macroblock being encoded,    and the location of the block of pixels in the ref frame  and prediction 
error 
Offset can be on macroblock or pixel boundary 
Mv is known as the single pixel resolution. 
 prediction error- three matrices for Y cb cr  each containing the  difference values between target 
MB and the set of pixels in the search area  which produced the close match. 
MVs are encoded using Differential encoding and resulting codeword are huffmann coded.  
B FRAME ENCODING 
Motion estimation is with preceeding  Ior Pframe and the immediate succeeding I or P frame  
Mv and the difference matrices are computed  using first preceeding frame as ref and  then  
succeeding frame as ref.  
Third mv and the difference is calculated using target and the mean of the two predicted values.   
The set with least difference matrices is selected and encoded similar to p frame.  
Mv resolution is termed as half pixel resolution 

 

 
For four block of Y, two for chrominance, each macroblock  requires  8x8 pixel blocks   to be 
encoded.  
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For  p frames the  encoding of each macroblock is  dependent on  the output of  motion estimation 
For I frame three steps are : Forward DCT,  Quantization and entropy coding 
which depends on  contents of macroblock encoded and the contents of macroblock in the search 
area of ref frame which produces closest match.  
Three possibilities are: 
If the two contents are same, only address in the  macroblock in ref frame is encoded 
If the two contents are very close, both the mv, the difference matrices are  encoded. 
If no match is found ,target macroblok  encoded  similar to I frame 
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Motion estimation contains the search logic – uses computed difference  values, considering 
Target frame and ref frame contents,  decompresses by dequantizes and IDCT  block 
After the target frame is completely compressed the difference values are used to update the ref 
frame  contents for next frame encoding 
The type of encoding for each macroblok is identified by formatter 
Typical format is as shown 
Type field indicates the type of frame being encoded- I/P / B 
Address identifies the location of maroblock in the frame 
Quantiztion value is the threshold value, to quantize all DCT coeffecients 
Motion vector is the encoded vector 
Blocks – the six  8x8 block that make up the macroblock 
Decoding of received  bitstream is simpler  as it does not require estimation 
At the receipt of the bitstream, each new frame is assembled a macroblock at a time 
Decoding of I frame is same as JPEG 
To decode p frame, the decoder keeps the copy of the  preceeding I or P frame in a buffer  and uses it 
along with encoded information of  each macroblock to build the Y, Cb, Cr matrices for new frame in 
second buffer. 
With uncoded macroblocks, the macroblocks address is used to  locate the macroblocks in the 
previous frame  and its contents are transferred to second buffer 
With fully encoded  macroblocks these are decoded directly  and contents sent to buffer 
For macroblocks with mv, set of difference matrices , they are together with matrices in first buffer  
are used to define values of macroblocks  in second buffer. 
For Bframe decoding 3 buffers are used. 
 

6.Explain the error tracking procedures of H.263 with a neat diagram. 

Error resilience 
Cause error propagation,show figure4.17(a) 
For PSTN , errors present in bitstream  is more  
Difficulty in finding the error macroblock 
-GOB(group of macroblocks) may contain any error macroblock also.  
When error in GOB is detected it skips the remaining macroblocks in the affected GOB and finds 
resynchronization marker.  
Masking of error – error concealment scheme.  
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It leads to error propagation  to other regions of the frame  
To avoid this the schemes used are:  
Error tracking 
Independent segment decoding 
Reference picture selection 
Error tracking and resilience,show figure4.17(b) 
For the information to encode  regarding error in GOB  a two way channel communication is used  
Error detection types: 
One or more out of range mvs 
One or more invalid variable length codewords 
One or more out of range DCT coefficients 
An excessive no of coefficients within a macroblock 
It has error prediction information of all GOBs in the recently transmitted frames. 
When an error is detected , decoder send NAK(negetive ack) to encoder in the source code with 
frame no, location of GOB in frame in error. 
It identifies the macroblocks to be likely affected in the later frames 
Affected macroblocks are intracoded. 

 
Independent segment decoding 
Prevent these errors from affecting neighboring GOBs in succeeding frames 
Show figure 4.18 
Motion estimation and compensation is with ref boundary pixels of GOB.  
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An error in GOB will affect the same GOB in successive frames till  anew intracoded GOB is sent by 
the encoder. 
Used in conjunction with other schemes,. 
 
 
Explain the 3rd order predictive DPCM Signal encoder and decoder 
DPCM is a derivative of standard PCM  

 
Similar to error tracking scheme 
 DECODER sends ack messages to avoid error propagation 
During encoding of intercoded frames a copy of preceding frame is retained in the encoder  
The  encoder can select any of the previously decoded frame as ref. 
In ex, NAK form frame 2 is received, the encoder selects GOB 3 of frame 1 as ref to encode GOB of 
next frame.  
With this error propagates to no of frames alternate method is to use ACK mode.  
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7.Explain the 3rd order predictive DPCM signal encoder and decoder 
 
for most audio signals, the range of the differences  in amplitude between successive samples of the 
audio waveform is less than the range of the actual sample amplitudes 
The previous digitized sample value is held in  reg R 
Difference signal is by subtracting (Ro) from the digitized sample of ADC 
Reg R is updated with the difference signal 
The decoder  adds the DPCM with previously computed signal in the reg 
The o/p of ADC is also known as residual 
There are schemes to predict  the more accurate  previous signal  
The proportions used are determined by predictor co-efficients 
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8.Illustrate with a neat diagram how error and losses are handled in ATM 

networks. 
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