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ANSWER ANY FIVE FULL QUESTIONS MARKS
1 For the joint probability matrix given, calculate

HO0), HY), HX, Y), HXIY), H(YIX) and 10X V), i PO = {£,2,2)

08 02 0 [10]
P(Y|X)=]0.1 0.8 0.1
0 02 08
2 Derive an expression for the channel capacity of a binary erasure channel. [10]
3 The noise characteristic of a channel is as shown in Fig. Q3 below. Obtain [10]
the channel matrix and calculate the channel capacity.
0.8
x1 yl
x2 y2
x3 y3
Fig. Q3
4 Prove the following properties of mutual information,
a) IX,Y)=I(,X). [05]
b) IX,Y)= HX)+ HY)-HX,Y). [05]
5 For a systematic (6, 3) linear block code, the parity matrix is given by
01 1
- [1 0 1].
1 1 0
a) Find all possible valid code vectors. [03]
b) Draw the corresponding encoding circuit. [02]
c) Asingle error has occurred in each of these received vectors. Detect and [02]
correct those errors. R, = [011111] and Ry = [111001].
d) Draw the syndrome calculation circuit. [03]
6 Construct a standard array for (6, 3) codes namely, (000000), (001110), [10]

(010011), (011101), (100101), (101011), (110110) and (111000). Let the
received codeword be [011011]. Decode this codeword using this
standard array and obtain the correct sequence.

P.T.O.



a)
b)

<)

The parity check bits of a (7, 4) Hamming code are generated using
cs =dy +d;+d,
e =dy+d, +d;
c; =dy,+d;+d,
Obtain the generator matrix [G]
Obtain the parity check matrix [H]
From the obtained matrices show that GHT = 0
Find the minimum distance of the code and calculate the error detecting
and error correcting capability of the code.

Consider a linear block code whose generator matrix is
100 1 01
G= [0 1 0 1 1 0]
001 011
Find all the code vectors
Find all the hamming weights and minimum distance

Obtain the parity check matrix
Draw the encoding circuit.
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