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Note: Answer any five questions.

1. a.Explain the core  elements of the Data Center
Infrastructure? (6m)

2.



1b Define Seek time and rotational latency(4m)



2. Explain server centric IT architecture and storage centric IT architecture with advantages and
limitations.(10m)

In conventional IT architectures, storage devices are normally only connected to a single server.
To increase faulttolerance, storage devices are sometimes connected to two servers, with only
one server actually able to use the storage device at any one time. In both cases, the storage
device exists only in relation to the server to which it is connected. Other servers cannot directly
access the data; they always have to go through the server that is connected to the storage device.
This conventional IT architecture is therefore called server-centric IT architecture. In this
approach, servers and storage devices are generally connected together by SCSI cables. In
conventional server-centric IT architecture storage devices exist only in relation to the one or two
servers to which they are connected. The failure of both of these computers would make it
impossible to access this data. Most companies find this unacceptable. At least some of the
company data (for example, patient files, and websites) must be available around the clock.
Figure 1.1 In a server-centric IT architecture storage devices exist only in relation to servers
Figure 1.2 The storage capacity on server 2 is full. It cannot make use of storage space free on
server 1 and server 3

Although the storage density of hard disks and tapes is increasing all the time due to ongoing
technical development, the need for installed storage is increasing even faster. It is necessary to
connect ever more storage devices to a computer. But each computer can accommodate only a



limited number of I/O cards (for example, SCSI cards). Furthermore, the length of SCSI cables is
limited to a maximum of 25 m. This means that the storage capacity that can be connected to a
computer using conventional technologies is limited. In server-centric IT environments the
storage device is statically assigned to the computer to which it is connected. In general, a
computer cannot access storage devices that are connected to a different computer. This means
that if a computer requires more storage space than is connected to it, it cannot still use the free
space present in another computer. Storage devices are often scattered throughout an entire
building or branch. Computers may be consciously set up where the user accesses the data in
order to reduce LAN data traffic. The result is that the storage devices are distributed throughout
many rooms, which are neither protected against unauthorized access nor sufficiently air
conditioned

Storage networks can solve the problems of server-centric IT architecture. Storage networks
open up new possibilities for data management. The idea behind storage networks is that the
SCSI cable is replaced by a network that is installed in addition to the existing LAN and is
primarily used for data exchange between computers and storage devices. In contrast to server-
centric IT architecture, in storage networks storage devices exist completely independently of
any computer. Several servers can access the same storage device directly over the storage
network without another server having to be involved. Storage devices are thus placed at the
centre of the IT architecture. IT architectures with storage networks are therefore known as
storage-centric IT architectures. When a storage network is introduced, the storage devices are
usually also consolidated. This involves replacing the many small hard disks attached to the
computers with a large disk subsystem. Disk subsystems currently have a maximum storage
capacity of several ten terabytes. The storage network permits all computers to access the disk
subsystem and share it. Free storage capacity can thus be flexibly assigned to the computer that
needs it at the time. In the same manner, many small tape libraries can be replaced by one big
one.



3. Define ILM.Explain in detail. (10m)







4.a.Write a note on volume manager(4m)





4  b.An application specifies a requirement of 500 GB to host a database & other files. It also
specifies that storage environment should support 2000 IOPS during its peak overloads. The
disks available for configuration provides 60GB of usable capacity & manufacturer specifies that
they can support a maximum of 110 IOPS .The application is response time sensitive & disk
utilization beyond 60% does not meet the response time requirement. Compute & Explain(6m)



5.a.Compare virtual Storage provisioning with traditional storage provisioning.(6m)

Feature Thick LUN Thin LUN RAID Group LUN

Pool RAID types

RAID 6, RAID 5, or RAID

1/O. RAID 6, RAID 5, or RAID 1/O.

RAID 6, RAID 5, RAID 3,

RAID 1/0, or RAID 1

RAID groups, individual

disk, or hot spare.



LUN expansion Fully supported. Fully supported.

Only supported using

metaLUNs.

LUN shrinking

Fully supported for

Windows Server 2008

hosts. Fully supported for Windows Server 2008 hosts.

Fully supported for

Windows Server 2008

hosts connected to a

storage system running R30

or later for pool LUNs (thin

and thick) and R29 for

RAID group LUNs.

LUN

compression

Fully supported if the

Compression enabler is

installed.

Fully supported if the Compression enabler is

installed.

Supported if the

Compression enabler is

installed, but migrates the

RAID group LUN to a pool

LUN.

LUN migration Fully supported. Fully supported. Fully supported.

Disk usages

Any type of disk, including

Flash (SSD) disks, can be

in the pool with the thick

LUN. The disks in the pool

with the thick LUN cannot

be the vault disks 000–004.

Any type of disk, including Flash (SSD) disks, can be

in the pool with the thin LUN. The disks in the pool

with the thin LUN cannot be the vault disks 000–004.

All disks in the RAID

group with the LUN must

be of the same type.

Space efficiency

When you create a thick

LUN, the LUN is assigned

physical space on the pool

equal to the LUN’s size.
This space is always

available to the LUN even

if it does not actually use

the space.

When you create a thin LUN, a minimum of 2 GB of

space on the pool is reserved for the thin LUN. Space

is assigned to the thin LUN on an as-needed basis.

Since the thin LUNs compete for the pool’s space, a
pool can run out of space for its thin LUNs. Such an

event is an unrecoverable write error and data from

the last write operation will not be available. Some

applications, such as VERITAS Storage Foundation,

may return space no longer needed to the pool by an

appropriate signaling to the storage system.

When you create a LUN,

the LUN is assigned

physical space on the

RAID group equal to the

LUN’s size. This space is
always available to the

LUN even if it does not

actually use the space.

Performance

Thick LUN performance is

comparable to the

performance of a RAID

group LUN and is typically

faster than the performance

of a thin LUN.

Thin LUN performance is typically slower than thick

LUN performance.

RAID group LUN

performance is comparable

to the performance of a

thick LUN and is typically

faster than thin LUN

performance.

Manual

administration

Pools require less manual

administration than RAID

groups.

Pools require less manual administration than RAID

groups.

RAID groups require more

manual administration than

pools.

Use with

SnapView

Fully supported for thick

LUNs. A thick LUN cannot

be a clone private LUN.

A thin LUN can be a snapshot source LUN, a clone

LUN, a clone source LUN, but not a clone private

LUN, and not in the reserved LUN pool. A thin LUN

cannot be a clone private LUN.

Fully supported for RAID

group LUNs.

Use with

MirrorView/A

Fully supported for thick

LUNs. A thick LUN cannot

Mirroring with thin LUNs as primary or secondary

images is supported only between storage systems

Fully supported for RAID

group LUNs.



or

MirrorView/S

be used in the write intent

log.

running FLARE 04.30 or later. For mirroring between

storage systems running FLARE 04.30, the primary

image, secondary image, or both images can be thin

LUNs. A thin LUN cannot be used in the write intent

log.

Use with SAN

Copy

Fully supported for thick

LUNs in all configurations.

Thin LUNs are supported only for SAN Copy sessions

in the following configurations:1)Within a storage

system running FLARE 04.30 or later, 2)Between

systems running FLARE 04.30 or later The source

LUN must be on the storage system that owns the

SAN Copy session.

Fully supported for RAID

group LUNs in all

configurations.

b. Consider an application that generates 6000 IOPS with 70% of them being reads calculate the disk
load in   RAID 1 & RAID 5(4m)



6. a.DAS benefits and Limitations-Write in detail.(6m)





b.Give a Brief note on Hotspares (4m)

7. a. Differentiate Write back and write through cache with neat diagrams(6m)

b.Mention the role of tag RAM in cache(4m)



8. a. Compare the RAID levels(5m)



b. High-end and midrange storage array-Write in detail.(5m)






