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Note: Answer any five questions.

1. a.Explain the core elements of the Data Center

Infrastructure? (6m)
Organizations maintain data centers to provide centralized data processing
rapakdlites arrnss the saterprise Naka centers. sknee and manages largs aminienis
of mission-critical data. The data center infraséructure inchsdes computers, stor-
age systems, network devices, dedicabed power backups, and environmental
controds {such as aer condiboning and hire suppression).

Large organizations often maintain more than one data center o distribute
data prowessing winklnad s and provida hackems in the avent of 3 disasksr The
storage requirements of a data center are met by a combination of various stor-
age architectures.

1.3.1 Core Elements
Five core elements are essential for the basic functionality of a data cenger:

m Application: An application s a computer program that provides the
logic for computing operations. Applications, such as an order processing
system, can be lavered on a database, which in burn uses operating system
Services to perform read/ write operations w0 storage devices.



m Database: Bore commonly, a database management system (DBMS)
provides a struciured way Lo store daia im logically organized tables that
are intarrelated . A DBMS optimizes the storage and retrieval of data.

m Server and operating systeme: A computing platkorm that rums applica-
tinms and datahasas

m MNebwork: A& data path that facilitates commmunication betwesn clienks and
sarvers of betwesn servers and storage.

m Shnrage array: A devics that stores data persistanily for snhsaoemit se

Thesa core elements are typically viewed and managed as separate emtities, but
all the elements must work: ogether b0 address data processing requirsments.

Figure 1-5 shows an example of an order processing system that involves
Ehe five core elements of a data center and 1llustrates their functionality in a
business process.
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1b Define Seek time and rotational latency(4m)



Seck Time

The seck time {also called aocess i) describes: the Hme talken o position the BW
heads across the platter with a radial movement (mowving along the adius of the
platber). In orther words, it s Hhe Hme taken s reposiion and settls the aom and
the head over the oorrect rack. The lower the seek time, the Faster the 1/0 opera-
o Dhsk vendors publish the following seek Bme spacificabions:

m Full Stroke: Thea time taken by the BSW head g0 move across the ankire
whidihy of the disk, from the nermoest ack o the cutermost track.

m Awverage: The average ime taken by the B/W head to move from one
random track o ancther, normally hsted as the gme for one-thicrd of a
Full strodoe

m Track-to-Track: The time taken by the B/W head to move betweaen adja-
ocant tracks.

Each of these specifications is measwured in mdlliseconds. The average seek dms
o a modern disk is typrcally an the range of 3 b3 15 milliseconds. Sesk time has
more impace on the read operation of random sracks mider than adj@cent eracks.
To minimize the seak time, data can be written b only a subset of the available
cylinders. This results in lower usable capacity than the actual capacity of the
drive For example, a 50 CB disk dove is set up 80 use only the firse 40 percent
of the cylinders and is effectively treated as a 2 GB drove. This is known as
shori-sfroking the drive.

Rofational Latency

To access daka, the ackiator arm moves the B/W head over the plateer b0 a par-
ticular track while the platter spins o0 positdon the requested sector under the
B/W head. The dme taken by the platksr b0 rotaks and position the data uandes

the B W head is called rodmtiorral ladtency. This latency depends on the rotaiion
speod of the spondle and s measaced in millisecor-ds. The average ol ol
latency is one-half of the Hme taken for a full rotation. Similar o the seek Hme,
roarional laency has more dmpace o the reading awriringe Oof randod S8chrs
>n the disk than on the same operations on adjacent sachors.

Avempe rotatbonal labency s arcand 5.5 ms for a SR rpm deive, and anoasmed
2 0 msfor a 15 000-rpamn drave.

2. Explain server centric IT architecture and storage centric IT architecture with advantages and
limitations.(10m)

In conventional IT architectures, storage devices are normally only connected to asingle server.
To increase faulttolerance, storage devices are sometimes connected to two servers, with only
one server actually able to use the storage device at any one time. In both cases, the storage
device exists only in relation to the server to which it is connected. Other servers cannot directly
access the data; they always have to go through the server that is connected to the storage device.
This conventional IT architecture is therefore called server-centric IT architecture. In this
approach, servers and storage devices are generally connected together by SCSI cables. In
conventional server-centric IT architecture storage devices exist only in relation to the one or two
servers to which they are connected. The failure of both of these computers would make it
impossible to access this data. Most companies find this unacceptable. At least some of the
company data (for example, patient files, and websites) must be available around the clock.
Figure 1.1 In aserver-centric IT architecture storage devices exist only in relation to servers
Figure 1.2 The storage capacity on server 2 isfull. It cannot make use of storage space free on
server 1 and server 3

Although the storage density of hard disks and tapes is increasing al the time due to ongoing
technical development, the need for installed storage isincreasing even faster. It is necessary to
connect ever more storage devices to a computer. But each computer can accommodate only a



l[imited number of 1/O cards (for example, SCSI cards). Furthermore, the length of SCSI cablesis
limited to a maximum of 25 m. This means that the storage capacity that can be connected to a
computer using conventional technologiesis limited. In server-centric IT environments the
storage device is statically assigned to the computer to which it is connected. In genera, a
computer cannot access storage devices that are connected to a different computer. This means
that if acomputer requires more storage space than is connected to it, it cannot still use the free
space present in another computer. Storage devices are often scattered throughout an entire
building or branch. Computers may be consciously set up where the user accesses the datain
order to reduce LAN datatraffic. The result is that the storage devices are distributed throughout
many rooms, which are neither protected against unauthorized access nor sufficiently air
conditioned

Storage networks can solve the problems of server-centric IT architecture. Storage networks
open up new possibilities for data management. The idea behind storage networks is that the
SCSI cable isreplaced by a network that isinstaled in addition to the existing LAN and is
primarily used for data exchange between computers and storage devices. In contrast to server-
centric IT architecture, in storage networks storage devices exist completely independently of
any computer. Several servers can access the same storage device directly over the storage
network without another server having to be involved. Storage devices are thus placed at the
centre of the IT architecture. IT architectures with storage networks are therefore known as
storage-centric IT architectures. When a storage network is introduced, the storage devices are
usually also consolidated. This involves replacing the many small hard disks attached to the
computers with alarge disk subsystem. Disk subsystems currently have a maximum storage
capacity of severa ten terabytes. The storage network permits all computers to access the disk
subsystem and share it. Free storage capacity can thus be flexibly assigned to the computer that
needs it at the time. In the same manner, many small tape libraries can be replaced by one big
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[n storage-centric IT architecture the SCSI cables are replaced by a
work. Storage devices now exist independently of a server

3. Define ILM.Explain in detail. (10m)



The information lifecycle is the “change in the value of information” over time.
When data s first created, it often has the highest value and & used frequently.
Asdata ages, it is accessad less Frequently and is of less value to the organizatson.
Understanding the information lifecycle helps to deploy appropriate storage
infrastructure, amdmgmﬂwchanyngvahwdmmm
For example, in a sales order application, the value of the information
from the time the order is placed until the time that the warranty
bmmesvmd(saeﬁgml?] The walue of the information is highest whan
receives a new sales order and processes it ko deliver the product.
&mmduhﬂﬁuumtﬂwmsmermmdmnaedmbe available for
real-time access. The company can transfer this data to less expensive second-
ary storage with lower accessibility and availability requirements unless or
until a warranty claim or another event triggers its need. After the warranty
becomes void, the company can archive or dispose of data to create space for
other high-value information.

Figure 1-7: Changing value of sales order infiormation

1.5.1 Information Lifecycle Management
Today’s business requeires data to be protected and available 24 « 7. Data centers
can accomsplish this with the optimal and appropriate use of storage infrastruc-
ture. An efiechwmimmmmafugemmpﬂqtsmqmvd ko suapport: this
infrastructure and leverage its
Informagion lifecycle nmsmﬁm!(!h\t)tsapmwmesyﬂmauhlﬁan
IT organization to effectively manage the data throughout its lifecycle, basad
on predefined business policies. This allows an IT organi zation to optimize the
storage infrastructure for maximum return on investment. An [LM strategy
should include the following chasacteristics:
-Mnmmmmmmm
and initiatives of the business to meet both current and future growth in
information.
m Centrally managed: All the information assets of a business should be
under the purview of the [LM sirategy.
= Policy-based: The implementation of ILM should not be restricted to a
few departments. ILM should be implemnentad as a policy and encompass
all business applications, processes, and resources.
= Heterogeneous: An ILM strategy should take into account all types of
storage platforms and operating systems.
= Optimized: Bacause the value of information varies, an [LM straegy
should consider the different storage requirements and allocate storage
respurces based on the information’s value to the business.



1.5.2 ILM Implementation

The procass of developing an ILM strategy includes four activities—classifying,
s ting, ing, and organizi
m (lassifying data and applications on tha basss of business rulos and poli-
cies 0 enable differentiated treatment of information
= [pprlementing policies by using information management tools, starking
fromn the creation of data and ending with its disposal
= Maruging the environment by using integrated tools to reduce operational
mplﬂxxl:y
= Organizing storage resources in tiers to align the resources with data
classes, and storing information in the right type of infrastructure based
on the information's current value

Implementing LM across an enterprise is an ongoing process. Figure 1-8
illustrates a three-stesp road map to enterprise-wide [LM.

Steps 1 and 2 are aimed at implementing TLM in a limited way across a few
enterprise-critical applications. In Step 1, the goal is to implement a storage net-
working environment. Storage architectures offer varying levels of protection
and performance and this acts as a foundation for future policy-based informa-
i management in Steps 2and 3. The value of terad storags platforms can be
exploited by allocating appropriate storage resources to the applications based
on the value of the information ,

Step 2 takes ILM o the nextlevel, with detailed application or data classification
and linkage of the storage infrastructure i business policies. These classifica-
tioes and the resultant policies can be automatically executed using tools for one
of more applications, resulting in better management and optimal allocation of
SHOTAge resources.



Step 3 of the implementation is to automate more of the applications or data
classification and policy management activities in order to scale o a wader set
of enterprise applications.

Fligure 1-8: implamantation of ILM

1.5.3 ILM Benefits
Implementing an ILM strategy has the following key benefits that directly
address the challanges of information managament:
= [rproved wtiliztion by using tered storage platforms and increased vis-
ibility of all enterprise information.
= Simplificd managemrent by integrating process steps and interfaces with
individual tools and by increasing automation.
wm A wider range of opfions for backup, and racovery to balance the need for
business con Enuiky.
= Maimtaining compiiance by knowing what data needs to be protected for
what length of tme.

1 Lower Todal Cost of Camership (TOO) by alipning the infrastruckure and
managemen t costs with information value As a result, resources are not
witsted, and complexity is not introduced by managing low-value data
at the expense of high-value data.

4.a.Write a note on volume manager(4m)



2.5.3 Volume Manager

In the early days, an HDD appearad to the operating system as a numbser of
continuous disk blocks. The entire HDD would be allocated for the file system
or other data entiey used by the operating system or application. The disadvan-
tage was lack of Aexibility: As an HDE ran out of space, there was no easy way
to extend the file system's size. As the storage capacity of the HDD increased,
allocating the entire HDL for the file system often resulted in underutilization
of storage capacity.

Ihisk partitioning was introduced ko improve the fexibility and utilization of
HIOs In partitioning, an HOD is divided into logical containers called logroal
vafwmes (LVs) (see Figure 2-11). For example, a large physical drive can be par-
titioned into multiple LVs to maintain data according to the fle system’s and
applications’ requirements. The partitions are created from groups of conkigu-
ous cylinders when the hard disk is initially set up on the host. The host's file
system accesses the partitions without any knowladge of partitioning and the
physical structure of the disk.

Concatenmtion is the process of grouping several smaller physical drives and
presenting them to the host as one logical drive (see Figure 2-11).

The evolution of Lagical Volume Mamagers (LVMs) enabled the dynamic exten-
sion of file system capacity and efficiont storage management. [ VM is software
that runs on the host computer and manages the logical and physical storage.
LVM is an optional, intermadiate layer botween the file system and the physical
disk. It can aggregate several smaller disks to form a larger virtual disk or to
partition a larger-capacity disk imto virtual, smaller-capacity disks, which are
then presented to applications. The LVM provides optimized storage access
and simplifies storage resource management It hides details about the physi-
cal disk and the location of data on the disk; and it enables administrators o
change the storage allocation without changing the hardware, even when the
application is running.

Logical atume

s :
e

Famdaniag
Figure 2-11: Disk partitioning and concatenation

ThebasicL\"Mwmpntmlsam theph_wcd rdms.mwgmups.andhgicaf
voliomes. In IVM terminology, each physical disk connected ko the host system is
a physical volume (PV). LVM converts the physical storage provided by the physi-
cal volumes to a logical view of storage, which is then used by the operating
system and applications. A volume group is created by grouping together one or
more physical volumes. A unique physical vofwme identifier (PVID) is assigned to
each physical volume when it is initialized for use by the LVM. Physical volumes
can be added or removed from a volume group dynamically. They cannot be
shared between volume groups; the entire physical volume becomes part of a
volume group. Each physical volume is partiioned into equal-sized data blocks
called plysical extenis when the volume group is created.



Logionl palumes are created within a given volume group. A logical volume
can be thought of as a virtual disk partition, while the volume group itself can
bve thought of as a disk. A volume group can have a number of logical volumes.
Thesize of a logical volume is based on a multiple of the physical extents.

The logical volwme appears as a physical device o the operating system. 4
logical volume can be made wp of noncontiguous physical partitions and can
span mulki::;\lr;- F?‘._v.t ical volumes, A file system can be created on a lw:qical wolume;
and logical volumes can be comfigured for optimal performance to the applica-
tion and can be mirrored to provide enhanced data availability.

4 b.An application specifies a requirement of 500 GB to host a database & other files. It aso
specifies that storage environment should support 2000 10PS during its peak overloads. The
disks available for configuration provides 60GB of usable capacity & manufacturer specifies that
they can support a maximum of 110 IOPS .The application is response time sensitive & disk
utilization beyond 60% does not meet the response time requirement. Compute & Explain(6m)
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5.a.Compare virtual Storage provisioning with traditional storage provisioning.(6m)

Feature Thick LUN Thin LUN RAID Group LUN

RAID 6, RAID 5, RAID 3,

RAID 1/0, or RAID 1
RAID 6, RAID 5, or RAID RAID groups, individual

Pool RAID typedq1/O. RAID 6, RAID 5, or RAID 1/0. disk, or hot spare.




LUN expansion

Fully supported.

Fully supported.

Only supported using
metal UNs.

LUN shrinking

Fully supported for
\Windows Server 2008
hosts.

Fully supported for Windows Server 2008 hosts.

Fully supported for
\Windows Server 2008
hosts connected to a
storage system running R30|
or later for pool LUNS (thin
and thick) and R29 for
RAID group LUNSs.

LUN
compression

Fully supported if the
Compression enabler is
installed.

Fully supported if the Compression enabler is
installed.

Supported if the
Compression enabler is
installed, but migrates the
RAID group LUN to apool
LUN.

LUN migration

Fully supported.

Fully supported.

Fully supported.

Disk usages

Any type of disk, including
Flash (SSD) disks, can be
in the pool with the thick
LUN. The disksin the pool
with the thick LUN cannot
be the vault disks 000-004.

Any type of disk, including Flash (SSD) disks, can be
in the pool with the thin LUN. The disksin the pool
with the thin LUN cannot be the vault disks 000-004.

All disksin the RAID
group with the LUN must
be of the same type.

Space efficiency

\When you create a thick
LUN, the LUN is assigned
physical space on the pool
equal to the LUN’s size.
This spaceis always
available to the LUN even
if it does not actually use
the space.

\When you create athin LUN, a minimum of 2 GB of
space on the pool is reserved for the thin LUN. Space
is assigned to the thin LUN on an as-needed basis.
Since the thin LUNs compete for the pool’s space, a
pool can run out of space for itsthin LUNs. Such an
event is an unrecoverable write error and data from
the last write operation will not be available. Some
applications, such as VERITAS Storage Foundation,
may return space no longer needed to the pool by an
appropriate signaling to the storage system.

\When you create aLUN,
the LUN is assigned
physical space on the
RAID group equal to the
LUN?’s size. This space is
always available to the
LUN even if it does not
actually use the space.

Thick LUN performanceis
comparable to the
performance of a RAID
group LUN and istypically
faster than the performance

Thin LUN performanceistypically slower than thick

RAID group LUN
performance is comparable
to the performance of a
thick LUN and istypically
faster than thin LUN

Performance  |of athin LUN. LUN performance. performance.
Poolsrequire less manual RAID groups require more
M anual administration than RAID  [Pools require less manual administration than RAID  |manual administration than

administration

groups.

groups.

pooals.

Fully supported for thick

A thin LUN can be a snapshot source LUN, aclone
LUN, aclone source LUN, but not a clone private

Usewith LUNSs. A thick LUN cannot|LUN, and not in the reserved LUN pool. A thin LUN [Fully supported for RAID
SnapView be acloneprivate LUN.  |cannot be aclone private LUN. group LUNSs.
Usewith Fully supported for thick  |Mirroring with thin LUNSs as primary or secondary Fully supported for RAID
MirrorView/A [LUNSs. A thick LUN cannotlimagesis supported only between storage systems group LUNSs.




or be used in the write intent
MirrorView/S |log.

running FLARE 04.30 or later. For mirroring between
storage systems running FLARE 04.30, the primary
image, secondary image, or both images can be thin
LUNSs. A thin LUN cannot be used in the write intent
log.

Usewith SAN  [Fully supported for thick
Copy LUNsin al configurations.

Thin LUNSs are supported only for SAN Copy sessions|
in the following configurations:1)Within a storage
system running FLARE 04.30 or later, 2)Between
systems running FLARE 04.30 or later The source
LUN must be on the storage system that owns the

SAN Copy session.

Fully supported for RAID
group LUNsin al
configurations.

b. Consider an application that generates 6000 IOPS with 70% of them being reads calculate the disk

load in RAID 1 & RAID 5(4m)
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6. a.DAS benefits and Limitations-Write in detail.(6m)
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5.1.1 Internal DAS

In ifermal [PAS archibectires, the storage devics is internally comnectad to the
hiost by a serial or parallel bus. The physical bus has distance limitations and
can only be sustained owver a shorter distance for high-spaad connactivity. In
addition, most internal buses can support only a limited number of devices,
and thay occupy a laree amount of space inside the host, making maintenanco
of other components difficult.

5.1.2 External DAS

In external DAS architectures, the server connects directly to the external stor-
age device (see Figure 5-1). In most cases, communication between the host and
the storage device takes place over SCSI or FC protocol. Compared to internal
DAS, an external DAS overcomes the distance and device count limitations and
provides centralized management of storage devices.

Hosts

Figure 5-1: External DAS architectura

DAS requires a relatively lower initial investment than storage networking.
Storage networking architectures are discussed later in this book. DAS con-
fguration is simple and can be deployed easily and rapidly. Setup is managed
using host-basad tools, such as the host OS5, which makes storage management
tasks easy for small and medium enterprises. DAS is the simplest solution when
compared to other storage networking models and requires fewer management

of pores, which restricts the number of hosts that can directly connect to the
swmgaAhmiwdbandwid&mNSmdumﬂableVGpmmngcap&-
bility. When capacities are being reached, the service availability may
mwmmawweummwdmmw
to that specific device or array. The distance limitations associated with imple-
monting DAS bacaise of diract conniactivity requirements can be addraszad by
using Fibre Channel connectivity. DAS does not make optimal use of resources
due to dts limitad ability to share frontend ports_ In DAS environments, unusad
resources cannot be easilly re-allocated, resulting in islands of over-utilized and
under-utilizad storage pools.

Disk utilization, throughput, and cache memory of a storage device, along
with virtual memory of a host govern the performance of DAS. RATD-level
configurations, storage <ontroller protocols, and the efficiency of the bus are
additional faciors that affect the pesformance of DAS, The absence of storage
interconnects and network latency provide DAS with the potential to outper-
form other skorage networking configuragions,



b.Give a Brief note on Hotspares (4m)

A liot spare refors 0 a spare HDD in a RAID array that temporarily replaces a
failed HDD of a RAID set. A hot spare takes the identity of the failed HDD in
the array. One of the following methods of data recovery is performed depend-
ing on the RAID implementation:

m [f parity RAID is usad, then the data is rebuilt onto the hot spare from the
parnity and the data on the surviving HDDs in the RAID set.

= [f mirroring is used, then the data from the surviving mirmor is used to
copy the data.

When the failed HDD is replaced with a new HDL}, one of the following
takes place:

= The hot spare replaces the new HDLY permanently. This means that it is
no longer a hot spara, and a new hot spare must be configured on the
array.

= When a new HDD is added to the system, data from the hot spare is
copied to it. The hot spare returns ko iks idle state, ready o replace the
next failed drve

A hot spare should be large enough o accommedate data from a failed drive.
Some systems implament multiple hot spares & improve data availability.

A hot spare can be configured as auiommatic o user indtited, which specifies
how it will be usad in the event of disk failure. In an aukomatic confguration,
when the recoverable error r@tes for a disk exceed a predetormined threshold, the
disk subsystem tries to copy data from the failing disk to the hot spare automati-
cally. If this task is completed before the damaged disk fails, then the subsystem
switches to the hot spare and marks the failing disk as unusable. Otherwise, it
uses parity o the mirrored disk to recover the data. In the case of a user-initiated
configuration, the administrakor has contnod of the rebuild process. For example,
the rebuild could occur overnight to prevent any degradation of system per-
formance. However, the system is vulnemble to another failure if a hot spare is
unavailable

7. a. Differentiate Write back and write through cache with neat diagrams(ém)

VWb PErAHONS With CACNE Provide Periormance advantages Over wiikng
directly to disks. When an 1/O is written to cache and acknowledged, it is
completed in far less time (from the host’s perspective) than it would take to
write directly to dick. Sequential writes also offer opportumities For opeimiza-
tion because many smaller writes can be coalesced for larger transfers o disk
drives with the use of cache.

A write operation with cache is implemented in the following ways:

= Write-back cache: Data is placed in cache and an acknowledgment is sent
to the host immediately. Later, data from several writes are committed

{de-staged ) to the disk. Write response times are much faster, as the writa
operations are isolated from the mechanical delays of the disk. However,
uncommitted data is at risk of loss in the event of cache failures.

= Write-through cache: Data is placed in the cache and immediately writ-
ten w0 the disk, and an acknowledgment is sent ko the host. Because data
is commitked to disk as it arrives, the risks of data boss are low but write
response Hme is longer because of the disk operations.

Cache can be bypassed under certain condibions, such as very large size
write /0. In this implementation, if the size of an [/0 request exceeds the pre-
defined size, called write aside size, writes are sent to the disk directly to reduce
the impact of large writes consuming a large cache area. This is particulardy
useful in an environment where cache resources are constrained and must ba
made available for small random 1,/0s.

b.Mention the role of tag RAM in cache(4m)



Cache is organized into pages or slots, which is the smalliest un it of cache allo-
cation. The size of a cache page is configured according to the applicason I/0
size, Cache consists of the dafa store and fag RAM. The data store holds the data
while tag RAM tracks the location of the data in the data store (see Figure 4-3)
and in disk.

Entries in tag RAM indicate where data 1s found in cache and where the
data belongs on the disk. Tag RAM includes a direy bit flag, which indicates
whether the data in cacha has bean commitked to the disk or not. [t also con-
tains time-based information, such as the time of last access, which is used
o identify cached information that has not been accessed for a long period
and may be freed up.

8. a. Compare the RAID levels(5m)
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b. High-end and midrange storage array-Write in detail.(5m)



High-end storage syskems, referred o as achime-acime arrays, are generally aumed
at lasge enterprises for centralizing corporate data. Thesa arrays are designed
with a large number of conrollers and cache memory. An actave-active agray
implics that the hoet can parform /08 o its LUNs across any of the available
paths (see Fgure 47).

To address the enterprise storage needs, these arrays provide the following
capabilities:
= [arge storage capacity
= Large amounts of cache to service host I/Os optimally
= Faulk tolerance architecture o improve data availability
= Connectivity o mainframe computers and open systems hosts
= Availability of multiple front-end ports and interface protocols to serve
a large number of hosts
m Availability of multiple back-end Fibre Channel or SCSI RAID controllers
to manage disk processing
m Scalability to support increased connectivity, performance, and storage
capacity requirements
= Ability to handle large amounts of concurrent [/Os from a number of
servers and app lications
= Support for array-based local and remote replication
In addition to these features, high-end arrays possess some unique features
and functionals that are required for mission-critical applications in large
enterprises.

4.2.2 Midrange Storage System

Midrange storage systems are also referred b0 as active-passive armays and they
are best suited for small- and medium-sized enterprises. In an active-passive
array, a host can perform 1/Os to a LUN only through the paths to the owning
controller of that LUN. These paths are called active paths. The other paths are
passive with respect to this LUN. As shown in Figure 4-8, the host can perform
reads or writes ko the LUN only through the path o controller A, as controller
A is the owner of that LUN. The path to controller B remains passive and no
I/O activity is performed through this path.

Midrange storage systems are typically designed with two controllers, each
of which contains host interfaces, cache, RAID controllers, and disk drive

interfaces.



Figure 4-8: Active-passive configuratian

Midrange arrays are designed o meet the requirements of small and medium
enterprises; therefore, they host less storage capacity and ghobal cache than
active-active arrays. There arealso fewer front-end porks For connection o serv-
ers. Howaver, they ensure high redundancy and high performance for appli-
cations with predictable workloads. They also support array-based local and
remote replication.



