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Note:  Answer any five full questions. 

 
1. (a). The output of an information source consists of 185 symbols, 50 of which occurs with 

probability of 1/100 and remaining 135 occur with a probability of 1/270. The source emits 
480 symbols/sec. Assume that the symbols are chosen independently, find the rate of 
information of the source.        [05] 
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(b). Prove the ADDITIVITY property of entropy.      [05] 

Proof for H’ ≥ H         (05) 

 
2. The state diagram of a Markov source is shown in the Fig. 2; find the state probabilities, 

entropy of each state and entropy of the source.      [10] 
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3. Apply Shannon’s encoding technique for the message, CMR, where each letter is associated 
with probabilities 0.2, 0.5 and 0.3 respectively. Calculate the code redundancy and if the same 
is applied for second extension, what is the impact on the redundancy?   [10] 

Coding using I extension       (02) 

Redundancy         (01) 

Coding using II extension      (04) 

Redundancy         (02) 

Reduction in Redundancy      (01) 

 

4. Given the message A to H with respective probabilities 0.2, 0.02, 0.1, 0.12, 0.3, 0.07, 0.04 and 
0.15. Construct a binary code using Shannon- Fano encoding procedure and find the efficiency 
and redundancy. Draw the code tree for the so formed code.    [10] 
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 Encoding          (08) 

 Code tree          (02) 

 

5.  Consider a zero memory source with S = {E, O, I, N, S, C, F} appearing with probabilities P = 

{0.4, 0.2, 0.1, 0.1, 0.1, 0.05, 0.05} respectively. Hence encode ‘SEEN CONFESSION’, using 

HUFFMAN coding.         [10] 

 Encoding          (08) 

 Coding SEEN CONFESSION       (02) 

  

6.  (a). A CRT terminal is used to enter alphanumeric data into a computer. The CRT is connected 

to the computer through a voice graded telephone having a usable bandwidth of 3KHz and an 

output S/N ratio of 10dB. Assume that the terminal has 128 characters and that the data sent 

from the terminal consist of independent sequences of equiprobable characters. 

 (i). Find the capacity of the channel. 

 (ii). Find the maximum  rate at which data can be transmitted from the terminal to the 

computer without errors.        [04] 

 Channel capacity        (02) 

 Rsmax          (02) 

  

 (b) Consider the MORSE code, assume a dash is 3 times as long as a dot and has one third 

probability of occurrence. Calculate 

 (i). The information in a dot and a dash 

 (ii). The entropy of the code. 

 (iii). The average rate of information if a dot lasts for 10ms and this time is allowed between 

symbols.           [06] 
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7. (a). State and prove KRAFT Mc-MILLAN inequality.     [05] 

Proof for  𝒓−𝒍𝒋𝑲−𝟏
𝒋=𝟎 ≤ 𝟏        (05) 

 

  (b). If a binary memory-less source is emitting independent sequence of 0’s and 1’s with 

probabilities p and 1-p respectively. Plot entropy of the source versus p.  [05] 

 Calculation of H(S)        (03) 

 Plot of H(S) v/s p        (02) 
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