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Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
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Time: 3 hrs. {7 é& Max. Marks:100
‘;N/’ct}te Answer FIVE full questions, selectf(;g\
0 3‘"?\, at least TW O questions from each@\ﬂ‘r}
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st uction set Architecture {f 33( Briefly explain the various

dimensions of ISA addr “dyring defining the co ﬁ rchitecture. (10 Marks)
b. Assume a disk subsystem ( th the following com ts ‘and MTTF.
10 disks each rated at' 000,000 hr MTT \1/‘>
1 SCSI controller, 500; H/— hour MTT@ \\( ,)
1 Power supply, 200 00?{’* r MT;F\L
1 Fan, 200, 000 — hour MT/] ? Sy
1 SCSI cable, 1,000,000 — het MR
Using the simplifying assumptions that th@l?%tlmes are exponentially distributed and that
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failure are independent, compute the l}(ITT’@o(f\the system as a whole. (06 Marks)
¢. Write note on the performance equazw _§ %'9(:% SOT. (04 Marks)
< 0)
N O
2 a. Enlist the pipeline hazards. Also, e Jaifi them™~ Q\ (10 Marks)

classic 5 — stage pipeline for a Risc
; "xjgh the data path. (10 Marks)

b. With an aid of a neat funcnonak ram, disc
processor, that highlight how am}ésfructlon flows
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3 a. What do you mean by } ~untolling? Explain the mgnﬁ?\_\ nce of it. Further, discuss the

various types of limits to-ih g)ams that can be achieved  unrolling. (10 Marks)
b. What is dynamic progﬁct 1i? Draw the state transition dia amﬁjqr a 2-bit prediction scheme
and explain. ey %‘“ o~ (07 Marks)
¢. Compare and con@asﬁbe correlating predictors and Toumame@%d;ctors. (03 Marks)
’\ s / i
4 a. Briefly dlscusg‘ﬂaex?ilfferent strategies employed to exploit Ins?r&g;tl%ﬂ Level Parallelism
(ILP) using n;‘ultiﬁe issue and static dynamic scheduling. -~ (10 Marks)
b. Discuss hqxﬁ;@ following advanced techniques are useful in enhancm/gztﬁﬁ: gerformance of
ILP zf_.%‘ s
\ﬂl target buffers \\
11) §é%ulatlon g’
fl) Value prediction. fNj)o Marks)
/ \\J, 0,‘ -

é;f o PART - B ‘?7
5 % »‘qupose you want to achieve a speedup of 80 with 100 processors. What fractlonﬁéf t'the
“priginal computation can be sequential? (06 Marks)
b. Discuss the directory — based cache coherence protocol in a distributed memory
multiprocessor, indicating the state transition diagram explicitly. (07 Marks)
c. What do you understand by memory consistently? Explain furthermore, discuss how relaxed
consistently models allow reads and write to complete out of order. (07 Marks)
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a. Briefly e the six basic cache optimization employed to imp{o{/‘e‘%ache performance.
{ ,//(\ i N\, (09 Marks)
b. Indicate the ﬁ@/n@nish features of the following techniques {E;pgp}oyed to improve cache
behavior. o;; () {,&%\:f

i) Compulsfn‘g{?ﬁ)isses N

ii) Capacity mis ) ‘-ﬂl/?

iii) Conflict missés ,//\o AN (06 Marks)
c. In brief, discuss the fou tory hierarchy questions {Q}S) ftaal memory. (05 Marks)

(////\D (\\:f Y

a. Briefly explain the eleven advagiced optimizations é\’g&fbhe performance. (12 Marks)
b. Explain how the protection of progesses is acco pglsﬁ)e"d via the following :

: - : &% W)

i)  Virtual memory = 7} \/

. . " \ / :\_.._

ii) Virtual machines. > / o 55,/\&;; (08 Marks)

; C e RN ; ; . .
a. Discuss how software pipelining aniizmnc scheduling techniques are useful in uncovering

the parallelism among instructions by creat{ig longer sequences of straight sine code.
N S (10 Marks)

b. Explain the five different executiéj__l\ég:ﬁiw g;s)\)in the 1A-64 architecture, that hold the
corresponding instruction classes. :::\_;_;"j}‘ O (10 Marks)
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